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Abstract: An intelligent emergency service (IES) system is
designed for indoor environments based on a wireless sensor
and actuator network ( WSAN) composed of a gateway,
sensor nodes, and a multi-robot system ( MRS). If the MRS
receives accident alarm information, the group of robots will
navigate to the accident sites and provide corresponding
emergency services. According to the characteristics of the
MRS, a distributed consensus formation protocol is designed,
which can assure that the multiple robots arrive at the accident
site in a specified formation. The prototype emergency service
system was designed and implemented, and some relevant
The results
show that the MRS can successfully provide emergency
lighting and failure node replacement services when accidents

simulations and experiments were carried out.

happen. The effectiveness of the algorithm and the feasibility
of the system are verified.
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ith the development of relevant technologies for

home automation, mobile robots are playing in-
creasingly important roles in indoor environments. In the
favor of robots, people can enjoy convenient, intelligent,
and human oriented living and working environments'".
For the purpose of better security, various remote security
systems have been proposed to detect intruders by using
different kinds of robots such as wheeled robots'*', jump-
ing robots"™, and self-reconfigurable robots'”. Emergency
systems have attracted the attention of people mainly in
their applications for health care"™
cies such as power failure, accidental fire, and gas leak-

!. However, emergen-
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age are all frequent accidents in indoor environments.
Therefore, it is of great necessity to prepare emergency
service systems in indoor environments such as homes,
factories, shopping malls, and office buildings'”.
Wireless sensor nodes have been widely used in indoor
security and service systems''.

nodes were adopted by security systems for surveillance

Static wireless sensor
robots'. Lai et al.'™ proposed a personalized home
physiological monitoring system by using a wireless
multi-hop network. The environmental information was
detected by wireless sensor nodes to help respond to
emergency events'' .

In the accident site, different services may be needed at
the same time. Chung et al. ™ developed a multi-func-
tional indoor service robot system, which could success-
fully accomplish four target service tasks. The robot was
powerful but has large size and high cost. Researchers
verified that a system with multiple simple robots can
complete complicated tasks more effectively than a single
robot with complex functions''""*. Chien et al.'" de-
signed a security system by employing multiple robots to
ensure that no zones were unmonitored. Bedi et al. '
proposed a MRS composed of different robots to monitor
the whole house. Formation keeping can significantly
simplify the navigation of MRS'"'. Moreover, if the
MRS with a leader knows the destination, all the robots
can arrive at their corresponding targets by keeping the
specified formation''
path planning. According to the environment require-
ments, a consensus formation algorithm has been de-
signed for the MRS.

In this paper, the overall architecture of the IES system

, and only the leader robot needs

is presented and designed. The system based on a WSAN
includes a gateway, sensor nodes, and a MRS. A distrib-
uted consensus algorithm is designed for the MRS. Then,
the effectiveness of the system is examined through simu-
lations and experiments.

1 System Overview

As shown in Fig. 1, the conceptual architecture of the
proposed emergency service system is based on a WSAN.
The system includes two parts: the remote client side and
the local server side. The remote client side consists of a
PC or a PDA and a home server, which can control the
local server side, and collect and save the indoor environ-
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ment information. The local server side consists of a gate-
way, several static monitoring nodes, and a group of mo-
bile robots. The gateway, sensor nodes, and mobile ro-
bots form a mesh topology and multi-hop WSAN. The
mesh network can ensure that all the nodes have paths to
each other and the gateway. The nodes are installed in the
rooms to detect the ambient light intensity information of
the indoor environments.

PC @ PDA
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Internet

Home server

RN Multi-robot
system

Fig.1 The conceptual architecture of the proposed emergency
service system for indoor lighting

An illuminating node or a monitoring node is installed
on each mobile robot for light intensity detection. The
home server can receive alarming messages if the light in-
tensity is lower than the threshold or a monitoring node
fails to work. Then the MRS will receive corresponding
commands and move to the accident area by keeping for-
mation to provide services immediately. The illuminating
modules mounted on the mobile robots are controlled by
the WSAN according to the light intensity in the patrol-
ling process.

2 System Design
2.1 Design of the gateway and monitoring node

The gateway includes a microprogrammed control unit,
a ZigBee/IEEE 802. 15. 4 compliant module, a standard
nine-pin serial port Bluetooth communication interface,
and rechargeable lithium batteries. The gateway connects
with the home server, and the communication between
them is based on the serial port. The prototype of the
gateway is shown in Fig.2. Its size is 136 mm x 90 mm
x 35 mm. The gateway can receive information from the
monitoring sensor nodes and the multiple robots, and
send the sensor data back to the home server.

The prototype of the monitoring node for light intensity
detection and the main board are shown in Fig.3. Each

Fig.2 The prototype of the gateway

static node is comprised of photo-resistors, a wireless
module, indication LEDs, and a lithium battery group.
The size of the node is 51 mm x 80 mm x 32 mm. The
node collects light intensity data according to the monitor
commands, and then sends the data to the gateway.

Photo- Indicator Wireless
module

LEDs

resistor

(a) (b)
Fig.3 The design of the monitoring node. (a) The prototype of
the node; (b) The circuit board of the node

2.2 Design of the IES system

The local server side is composed of the light intensity
monitoring network and the multi-robot control network.
Data transmissions among the gateway, monitoring
nodes, and the MRS are all based on the WSAN. The
control board of the emergency illuminating node is
shown in Fig. 4. Illumination is achieved by a 10 W high
power LED lamp, controlled by relays through the wire-
less module. The lamp is off during the movement of the
robot. When the light service robot arrives at the room
which needs emergency lighting, the wireless module will
receive corresponding commands, and the lamp will be
turned on to provide illumination services.

Wireless

module
——

Indicator
LEDs

High power

LED lamp  Telay

Fig.4 The control board of the emergency illuminating node
for the service system
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The flowchart of the IES system is shown in Fig. 5.
The monitoring network will be initiated if it receives re-
quests from the home server. The monitoring nodes de-
tect the light intensity of the rooms periodically, and send
the data to the home server for processing. If the detected
light intensity is lower than the preset threshold, or some
monitoring nodes fail to work, the home server will re-
ceive alarming messages. The accident positions are ob-
tained according to the ID of the monitoring nodes. The
home server will judge which type the accident belongs
to. If the accidents occur in many rooms, several robots
will be assigned to different rooms to provide emergency
services. If there are many kinds of accidents occurring in
the same room, multiple robots will navigate to the room
and provide emergency rescue. The navigation control of
the multiple robots is based on formation. Each static mo-
nitoring node can detect the voltage which stands for the
light intensity. If the voltage is lower than the normal
value, the node will be regarded as broken. Then, one of
the robots will navigate to replace the failure node.

[ Request from the home server |

[ Initiate the monitoring network |

Data transmission between the
gateway and monitoring nodes

Yes
Yes

I Emergency services I |

Broken alarm I

Recovery request

Data transmission between
the gateway and MRS
|

Network repair

Keep on monitoring?

Fig.5 The flowchart of the IES system

2.3 Design of formation controller

The service robot is with two independently driven
wheels in the rear and one unpowered point in the front.
The kinematic model is as follows:

X cosf O ’
yi= [ sing 0] (1)
{é} 0 1 {W}

is the position and the heading angle of
is the linear and angular velocities,

where {x,y,6}"
the robot;
which can be obtained as

{v,w)'

1
M @
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where v, and v, are the velocities of the two wheels; b is
the distance between the two wheels.

The indoor environment can be modeled as a two-di-
mensional grid map, and the grid size is 15 cm x 15 cm.
The trajectory can be obtained by the A" algorithm. As
shown in Fig. 6, the polyline SABCG is the planned path
for the leader robot. S is the initial position, and G is the
target position. A, B, and C are three turning points, re-
garded as stage targets for the leader robot.
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Fig.6 Trajectory obtained by the A"

algorithm

For a system with n robots,
can be described by matrix A, where the diagonal ele-
ments a, are all zeros.
J» a; = 1; otherwise a; = 0. The degree matrix is D =

(dy),

trix is written as L =D — A. The formation of multiple ro-
bots can be realized by a consensus protocol. Suppose
that the robots of the system are all second-order integra-
tor models,

the adjacent relationships

If robot i is the neighbor of robot

where d,, = z a; , and d; =0. The Laplacian ma-
j=1

as follows:
X, =v,
} (3)
v =

where x,, v, u; e R, representing the position, velocity,
and acceleration of robot i, respectively. The consensus
protocol is designed as

u, =-k, Z(x[ -x, +r;) —kyv

JeN,

i kaI(x[ _xg)
(4)

where j € N, means that robot j is the neighbor of robot i;
r,e R’ denotes the relative distance between robot i and
robot j; b, is the access state to target position x,, and
“only the state of the leader is 1, and all follower robots
are 0; k,, k,, and k, are positive gain coefficients.

By substituting Eq. (4) into Eq. (3), the dynamic
equations of the system can be concluded as

X =v
¥ = -k (Lx - diag(AR)) - kv - k,B(x —x,®1,) }
(5)

T T .
where x" = (x, o %, }s ' = (v, v, }: R= (1), is

i ..
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the relative distance matrix of the MRS; B is a diagonal
matrix, and the diagonal element in the i-th row corre-
sponds to b,; ® denotes the Kronecker product; 1, is a
column vector of all ones with a dimension of n.

3 Simulation and Experimental Results

First, the effectiveness of the consensus formation pro-
tocol is verified through simulations and experiments, re-
spectively. Secondly, the function of the emergency serv-
ice system is tested. In the experiments, JN5139 is se-
lected as the wireless module. The communication dis-
tance is 150 m, and the WSAN can contain 65 536
nodes, theoretically. Therefore, the design of the system
can satisfy the requirements of applications in general in-
door environments. The following experiments were car-
ried out on the desk to simulate the accident scene.

3.1 Formation control

The simulation and experimental results of the forma-
tion are shown in Fig. 7. There are five key points in the
path of the leader and the follower, denoted by circles
and stars, respectively. The target position matrices of
the leader and the follower are denoted as T, =[ X,
Y, 1"and T, =[X, Y,]", respectively, and their values
are as

X, = {150,450, 1 800, 1 800, 1 650}"
Y, = {150,450, 450, 900,900} "

X, = {0,250, 1 600, 1 800,2 100}"
Y, = {300,450, 450,700,900} "

(6)

Fig. 7 presents the processes of configuration forming,
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Fig.7 Comparison of the trajectories between the simulation
and experimental results. (a) Trajectories in the simulation; (b)
Trajectories in the experiments

maintaining, and changing. In the experiments, the ve-
locities of both wheels should be taken into consideration,
so the actual trajectory does not match the simulated path
perfectly. However, there are only slight differences be-
tween the two trajectories. Therefore, the two kinds of
trajectories are seen as coincident.

In the whole navigation from point S to point G, only
the leader knows the destination. The follower arrives at
its target in the end by keeping specified formations. Both
the simulations and experiments show the effectiveness of
the protocol of the consensus formation.

3.2 Intelligent control of the light network

The effectiveness of the proposed IES system for indoor
lighting is verified through experiments. The testbed set-
up for the emergency service testing is shown in Fig. 8.
Rooms 1 and 2 are small with one monitoring sensor
node, respectively. Rooms 3 and 4 are bigger with two
monitoring nodes. It is supposed that the accidents hap-
pen in Room 4, composed by R41 and R42, monitored
by Node 5 and Node 6, respectively. When the accidents
occur, Node 5 in R1 is broken and cannot send the light
intensity data to the gateway, and the data is set to be ze-
ro. The data sent by Node 6 is lower than normal value,
meaning that the lamps fail to work well.

___Recovery
node

Fig.8 The testbed of the IES system

The home server receives alarm messages and provides
emergency services. Two mobile robot nodes are required
to navigate to the accident room, one to replace Node 5
for monitoring the light intensity, and the other one for il-
lumination service. Two Khepera [l[ robots are used as
mobile robots, as shown in Fig.9. The robot carrying a

(a) (b)

Fig.9 The emergency service robots. (a) Leader robot for repla-
cing the failure static sensor node; (b) Follower robot for emergency

lighting services
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monitoring node is the leader and knows the target posi-
tion. The other robot with an illuminating node is the fol-
lower. The two robots should keep the defined formations
in the navigation process. The trajectory of the leader ro-
bot follows the planned path in Fig. 6.

Fig. 10 shows the voltages of all the nodes during the
process of emergency lighting service. High voltage val-
ues denote high light intensity, and vice versa. During
the first 20 s, all the sensor nodes send the light intensity
information to the gateway. Then, two accidents are
caused artificially. First, Node 5 is broken, and the data
from Node 6 is abnormal. In the experiment, Node 5 is
shut down manually to creat an emergency event. As
shown in Fig. 10,
proximately 20 s.
are turned off to cause a lighting accident.

the data from Node 5 is zero after ap-
Secondly, the lamps of the laboratory
All the data
received from the monitoring nodes is lower than before.
Room 4 is regarded as the most urgent room which re-
quires the emergency services for the two artificial acci-
In the next 55 s,
Room 4, and all the voltages are maintained at lower val-
ues. The variations of the data occur when the robots ar-
rive at the destinations and the LED lamp is turned on.
The consumption time depends on the velocity of the
leader. In this experiment,
mately 43 mm/’s.

dents. the group of robots moves to

the average speed is approxi-
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Fig.10 The voltages of all the nodes during the process of
emergency lighting service

The sequences of the emergency lighting service
process are shown in Fig. 11. It can be seen that the lead-
er robot navigates to the destination according to the
planned path, and the follower keeps the specific forma-
tions. As shown in Figs. 11(a) and (b), the leader navi-
gates to the first target A. From Figs. 11(b) to (f), the
leader leads the follower to the second target B. During
the process, the relative distance is 200 in x axis. At the
third target C, the relative distance is 200 in y axis, as
shown in Fig. 11(g). At the fourth target G, the relative

distance is —400 in x axis, as shown in Fig. 11 (h).

The trajectories of the two robots are shown in Fig. 7
(b). After the two robots arrive at their target positions,
the illuminating node is turned on as shown in Fig. 11(i).
Then the light intensity information of Node 6 is normal
again. The node carried by the leader robot is the closest
node to Node 6, so the data is much greater than before.
Node 3 and Node 4 are also influenced by the illuminating
node, and the data information is a little greater than be-
fore. The complete process demonstrates the effectiveness
of the emergency service for indoor lighting.
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Fig. 11 The sequences of the emergency service system for in-
door lighting

4 Conclusion

An intelligent emergency service system for indoor
lighting is proposed and implemented in this paper. The
system is based on a WSAN. If the home server receives
accident alarm messages sent by the monitoring nodes,
several mobile robots carrying emergency illuminating
nodes will keep the specified formations and navigate to
the accident position to provide emergency lighting serv-
If the monitoring nodes are broken, the robot carry-
ing the monitoring nodes for intensity detection will move

ices.

to replace the failure nodes to complete the monitoring
tasks. For the MRS, a formation protocol is proposed and
The ro-
bots can successfully provide emergency service in 55 s at
an average velocity of approximately 43 mm/s. The ex-
perimental results provide validations for the effectiveness
of the proposed system.

Future work will focus on more powerful functions in-

confirmed through simulations and experiments.

cluding other environmental information detection.
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