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Abstract: Dealing with issues such as too simple image
features and word noise inference in product image sentence
amnotation, a product image sentence annotation model
focusing on image learning and key words
summarization is described. Three kernel descriptors such as

feature

gradient, shape, and color are extracted, respectively. Feature
late-fusion is executed in turn by the multiple kernel learning
model to obtain more discriminant image features. Absolute
rank and relative rank of the tag-rank model are used to boost
the key words’ weights. A new word integration algorithm
named word sequence blocks building (WSBB) is designed to
create N-gram word sequences. Sentences are generated
according to the N-gram word sequences and predefined
templates. Experimental results show that both the BLEU-1
scores and BLEU-2 scores of the sentences are superior to
those of the state-of-art baselines.
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kernel

word sequence building

solated words are usually annotated on images, which
I narrows the “semantic gap” between people’s high-
level cognitions and low-level image features. However,
words remains independent so that the important com-
bined semantic information between words is lost. More
seriously, noisy words which affect people’s high-level
cognition about the images’ content occur frequently.
However, a sentence possesses both concise and unam-
biguous combined semantic information so that it can de-
scribe the image’s content more accurately than those iso-
lated words. Therefore, image sentence annotation has
very promising applications such as a image retrieval sys-
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tem based on semantic information, a visual perception
aided system for the blind, and the pilotless automobile
based on real-time road monitoring etc. These applica-
tions will certainly bring people much more convenience
than before.

1 Related Work

Image sentence annotation has three kinds of methods
generation[H], and summariza-
tion” " . Farhadi et al. "' analyzed the semantic correla-

. 12
such as retrieval' ™,

tions between images and texts to retrieve the best sen-
tence for annotation. However, useful semantic informa-
tion better at describing the image often crosses several
sentences. It means that only one sentence cannot depict
an image accurately. Yang et al. "™ generated a sentence
according to the outputs of their object recognition sys-
tem. Nevertheless, an object recognition system usually
produces many noisy outputs,
performance heavily. Ushiku et al.'
correlated texts from the training images’ captions to cre-
ate a sentence. However, traditional features are too sim-

which affect annotation

> summarized the

ple for capturing the correlated texts. Currently, product
image sentence annotation attracts more and more atten-
tions from different research fields including the computer
vision and the natural language generation. Berg et al. ™
annotated a product image using several visual attributes.
Kiapour et al. ™' tagged a product image using many fash-

89
However, text fragments”™ cannot de-

[10]

ion elements.
scribe a product image’s content completely. Mason
retrieved the key correlated texts from training images’
captions by gist. Gist focuses on the texture feature but it
is too simple to describe the product image’s content. The
cross-media correlations between image features generated
by the convolutional neural network ( CNN) and word
vectors are analyzed by the modality-biased log-bilinear
language (MLBL) model''". A sentence is generated ac-
cording to the correlations. CNN is so complex that the
model easily sinks into overfitting. Therefore, a robust
and effective annotation model must be proposed. The
model must better describe the key visual characteristics
of the product image as well as better summarize the key
correlated words from training images’ captions. The re-
search innovations of this paper include:

1) Four new image features are achieved by fusing dif-
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ferent kernel descriptors ( KDES) "', MK-KDES-1
achieves the best annotation performance among all the
features.

2) Two new word features are extracted by transplan-
ting the tag-rank model'"” into the word relevance compu-
ting model. The two features improve annotation per-
formance significantly.

3) A new word integration algorithm named word se-
quence blocks building ( WSBB) is proposed to create
valuable N-gram word sequences for sentence generation.

2 Presented Annotation Model

2.1 Image feature learning

To describe product images more accurately, KDES '

features are extracted from three visual aspects such as
gradient, shape, and color. New image features named
MK-KDES-J (J =1,2, ...,4) are created by fusing these
KDES features in the multiple kernel learning ( MKL)
model. The product’s class label is obtained in turn for
sentence generation.

2.2 Word relevance computing

Training images are retrieved based on the MK-KDES-
J feature. K key words like {wrd,, wrd,, ..., wrd, } are
summarized by the following word relevance computing

model:

pwrd; [ 1) =1log,( 'Y p(wrd, | 1)p(1,|1,)) =

word_fea(wrd,)
log, z N
7 z word_fea(wrd})

wrd, e W'
exp( —dist_fun(/, | 1))
1))

Z exp( — dist_fun(/,

lel

(1

where /; denotes the training image; /, denotes the testing
image; wrd, is the key word summarized from the training
images’ captions; W' is the word set; I’ is the training
image set; p(wrd, \ I,) computes the semantic relevance
score between wrdj and I;, and a higher score means

higher importance of the word; p(/; | I,) computes the
visual similarity between I, and [/ P word _fea represents
the text feature of wrd;; dist_fun computes the visual dis-
tance between two images. Finally, K key words with the
highest relevance scores are summarized for sentence gen-
eration.

A tag-rank model""”!

is absorbed into the word rele-
vance computing model to better summarize the key cor-
related words. The model contains two metrics. One is
absolute rank ( AR) which evaluates a word’s importance
according to its absolute position in a sentence. The other
is relative rank ( RR) which evaluates a word’s impor-
tance according to its relative position in a sentence. They

are defined as

0 wrd, ¢ s
AR(j) = 1 wrd c s (2)
log,(1 + pos,) /
0 wrd, ¢ s
pos;
RR(j) = _ (3)
1 wrd, e s
1

where AR(j) indicates that the weight of each word is
based on its absolute position; pos; is the average value
calculated by all wrd,’s absolute positions in a sentence s;
RR (/) indicates what percent of wrd,’s occurrences ap-
pear after pos;; n, is the number of times that wrd, ap-

pears in position k; andn; = z n, is the total occurrence
k

frequency of wrd,.

2.3 Word integration

Product image is often described by word sequences
composed of several adjectives or nouns. A new word in-
tegration algorithm named WSBB is designed to create
new word sequences. As is known, in children’s block-
building games, buildings are constructed by different
kinds of blocks. These blocks are piled up based on their
shapes overlapping between them. Therefore, the key
correlated words summarized by the word relevance com-
puting model are regarded as blocks. These words are
piled up together based on the semantic overlapping be-
tween them. Final word sequences are regarded as build-
ings. Therefore, two definitions are proposed to better in-
terpret the new word integration algorithm.

Definition 1  Semantic overlapping is defined as se-
mantic relevance such as co-occurrence frequency or con-
tent overlapping between two word sequences.

Definition 2 N-gram word sequence is defined as a
word sequence that contains N modified words such as ad-
jectives or nouns (N=1,2,...,4).

Fig. 1 illustrates the new word integration algorithm.
The 3-gram (N =3) word sequence like “luxurious croco
embossing” is generated easily. “Luxurious croco em-
bossing” is created from bottom to up recursively. For
example, if the co-occurrence frequency which is evalua-
ted by the TF function between two 2-gram word se-
quences exceeds a threshold or there is content overlap-
ping which is evaluated by the overlap function between
two 2-gram word sequences, it means that the semantic
overlapping between these 2-gram word sequences is
prominent. A new 3-gram word sequence must be genera-
ted. On the contrary, if the semantic overlapping between
two 2-gram word sequences is less prominent, the 2-gram
word sequence with the highest semantic relevance score
is output by the WSBB. The semantic relevance score be-
tween a new word sequence and a testing image is compu-
ted as
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p(seq | 1) =log,( Hp(wrdi \Iq)) (4)

Word sequences are ranked in descend order according to

ps3

the semantic relevance scores. Top M word sequences are
chosen for sentence generation (M =1,2,...).

3-gram word
sequence seqs

Luxurious croco embossing

P53 =p(luxurious) X p( croco) x p(embossing)
Syntactic mode: adj,noun,noun

2-gram word
sequence seq

p; =p(luxurious) X p( croco) .
) Luxurious croco
TF (luxurious, croco) > TF

Syntactic mode; adj,noun / \

(seq; ,seq;) >TFy
Overlap( seq; , seq, ) %@

2-gram word
sequence seq,

P, =p(croco) x p( embossing )

Croco embossing .
TF( croco,, embossing) > TF .,

/ \ Syntactic mode: noun,noun

Luxurious Croco

Croco Embossing

p(luxurious) p(croco)

p(embossing)

Fig.1 A new 3-gram word sequence generated by WSBB

2.4 Sentence generation

The top M word sequences are output by WSBB. They
are pushed into predefined templates to generate sen-
tences. The virtues of templates include readability and
conciseness. The general template is defined as “prefix
phrase + core phrase + suffix phrase”.
phrase” is defined as “This is a picture of a”. The “core
phrase” is created by arranging top M word sequences se-
quentially. The “suffix phrase” is defined as the product’s
class label obtained from image classification. In addi-

The * prefix

tion, a boosting strategy is designed to obtain a more ac-
curate sentence. The sentence with the highest BLEU-3
score is chosen as the final annotation because both the
semantic relevance and syntactic coherence of a sentence
are evaluated by the BLEU-3 metric.

3 Experiments and Discussion
3.1 Dataset and baselines

Bags are the representative online products on E-com-
merce websites. Therefore, bags in attribute dataset'®' are
selected to evaluate the presented annotation model. The
dataset contains five kinds of products: clutch, evening,
shoulder, hobo, and totes. The sample number is 8 127.
70% samples are chosen randomly as the training set and
the rest of the samples are chosen as the testing set. The
state-of-art baselines include beam search ( based on the
3-gram language model) ', gist-based'”, and MLBL".

3.2 Image feature learning

Gradient-KDES, shape-KDES, and color-KDES are
extracted, respectively. These features are fused together

by MKL to obtain MK-KDES-J (J=1,2, ...,4) feature.
Fusion results are shown in Tab. 1.

Tab.1 Fusion results of different KDES features

New Gradient-KDES Shape-KDES Color-KDES Classification
features weight weight weight accuracy/ %
MK-KDES-1 0.68 0.32 87.65
MK-KDES-2 0.08 0.92 92.70
MK-KDES-3 0.02 0.98 92.86
MK-KDES4 0.01 0.01 0.98 93.20

3.3 Quantitative evaluations of sentence annotation

A sentence is generated by randomly assembling K key
words summarized by the word relevance computing mod-
el. The first experiment only tries to find the best image
feature for sentence generation rather than to evaluate the
new word feature AR (or RR) and the WSBB algorithm.
Therefore, the traditional word feature named TF-IDF is
used to compute the semantic relevance scores between
words and images. The mean value of BLEU scores for
each K is calculated and two BLEU score histograms are
acquired as shown in Fig.2.

MK-KDES-1 feature obtains the best annotation per-
formance. It means that shape and texture (its nature is
gradient variation) are the key visual characteristics of
product image. For example, different bags have differ-
ent shapes and different textures. MK-KDES-1 feature fo-
cuses on the visual characteristics of shape and gradient
interprets the product image’s content better than other
features. Fig.2 also informs us that people prefer to de-
scribe the product images’ content from two aspects such
as shape and texture.

Meanwhile, the word relevance computing model is
designed to summarize the key words for better describing
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Fig.2 Image feature selection. (a) BLEU-1 scores of each image
feature; (b) BLEU-2 scores of each image feature

the image’s content. Five word features including TF-
IDF, TF, TF-IDF (SQRT), AR, and RR are evaluated
fairly in the second experiment. The experimental proce-
dure is similar to that of image feature selection. The mean
value of BLEU scores for each K is calculated and two
BLEU score histograms are acquired as shown in Fig. 3.

TF-IDF achieves the best BLEU-1 scores. This indi-
cates that TF-IDF is good at content selection. To our
surprise, the BLEU-1 scores of AR approximate those of
TF-IDF. More importantly, AR achieves the best BLEU-
2 scores. Especially, the BLEU-2 scores of AR are sig-
nificantly superior to other features when K >5. For ex-
ample, the BLEU-2 score of AR is nearly 1.41 times that
of TF-IDF when K =6. The superiority keeps increasing
with the growth of K value. Similar phenomena also oc-
cur in BLEU-3 evaluations. The results indicate that AR
can greatly improve annotation performance. AR consid-
ers the absolute positions of words, and the key adjectives
or nouns are often written at the beginning of a sentence
by annotators, so AR assigns higher weights to these
words. However, the RR weights are less important than
the AR weights. Therefore, AR is the first choice for the
key words summarization.

The word integration algorithm is taken into account in
the third experiment. First, different word features ( WF)
such as TF-IDF, AR, and RR are assembled with WSBB
to create different annotation models named WSBB-J
(J is the model index). When TF-IDF is chosen as WF,
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% 0.25 RR
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é 0.15 TR
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g 0.035 =AR
8§ 0.030 | RR
« 0.025 1 = TF-IDF (SQRT)
3 0.020 f o TF
2 0.015 |
0.010 f
0.005 |

0
1 23 456 78 910
K value

(b)
Fig.3 Word feature selection. (a) BLEU-1 scores of each word
feature; (b) BLEU-2 scores of each word feature

WSBB-1 (N=1), WSBB-2 (N=2), WSBB-3 (N=3),
and WSBB4 (N =4) are achieved. When RR is chosen
as WF, WSBB-5 (N=1), WSBB-6 (N=2), WSBB-7
(N=3), and WSBB-8 (N =4) are achieved. When AR
is chosen as WF, WSBB-9 (N=1), WSBB-10 (N=2),
WSBB-11 (N =3), and WSBB-12 (N =4) are achieved.
Secondly, four boosting models are created by incorpora-
ting different WSBB models together. Boost-1 model is
the late-fusion of TF-IDF and RR. Boost-2 model is the
late-fusion of TF-IDF and AR. Boost-3 model is the late-
fusion of RR and AR. Boost-4 model is the late-fusion of
TF-IDF, AR, and RR. In the late-fusion procedure, only
the corresponding 3-gram models and 4-gram models are
chosen and fused together. For example, the Boost-1
model fuses WSBB-3, WSBB-4, WSBB-7, and WSBB-
8. The BLEU scores of different models are shown in
Tab.2 (M =1 for fair comparisons) .

With the increase of N value, the BLEU-1 scores de-
crease rapidly when TF-IDF feature is chosen. This is due
to the noisy words in texts. However, the BLEU-2 scores
are improved rapidly after using the 3-gram (or 4-gram)
word sequences generated by the presented WSBB algo-
rithm. Similar phenomena also occur in BLEU-3 evalua-
tions. AR beats any other feature in both BLEU-2 and
BLEU-3 evaluations. As expected, the results are consist-
ent with Fig. 3. More importantly, the BLEU-2 scores in
Tab. 2 are all superior to those in Fig. 3 (b) due to the in-
troduction of the WSBB algorithm. For example, the
BLEU-2 score of WSBB-8 model is nearly 1.35 times the
best result in Fig. 3(b). It means that both the AR feature
and the WSBB algorithm help to improve annotation per-
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Tab.2 The BLEU scores of each model

Models BLEU-1 BLEU-2 BLEU-3 Models BLEU-1 BLEU-2 BLEU-3
WSBB-1 0.3219 0.038 4 0.003 7 WSBB-9 0.3122 0.039 1 0.003 7
WSBB-2 0.316 5 0.050 0 0.005 5 WSBB-10 0.3130 0.052 1 0.006 3
WSBB-3 0.3122 0.050 8 0.007 1 WSBB-11 0.3120 0.052 9 0.008 0
WSBB4 0.309 4 0.052 3 0.008 8 WSBB-12 0.3116 0.054 4 0.009 5
WSBB-5 0.306 8 0.0355 0.003 3 Boost-1 0.3117 0.056 6 0.0113
WSBB-6 0.310 1 0.049 3 0.005 0 Boost-2 0.313 2 0.057 0 0.011 6
WSBB-7 0.309 3 0.051 9 0.007 5 Boost-3 0.312 8 0.056 9 0.0118
WSBB-8 0.309 4 0.052 8 0.007 9 Boost-4 0.309 4 0.058 3 0.013 1

formance. Meanwhile, image feature learning is another
key factor for optimizing the final performance. In addi-
tion, the boosting model is superior to the corresponding
individual model in both BLEU-2 and BLEU-3 evalua-
tions. For example, the BLEU-2 scores of the Boost-1
model and its corresponding individual models are ranked
as Boost-1, WSBB-8, WSBB4, WSBB-7, WSBB-3.
This indicates that our boosting strategy is helpful. As ex-
pected, the Boost4 model achieves the best BLEU-2
score as well as the best BLEU-3 score among all boos-
ting models, which means that different word features
such as TF-IDF, RR, and AR are complementary mutu-
al. Another interesting result is that AR accounts for
96.84% sentences, RR for 2. 01% sentences, and TF-
IDF only for 1.15% sentences in the generated results of
the Boost4 model. This also means that AR plays the
most important role in the boosting procedure. Similar
phenomena also occur in other boosting models.

Finally, the presented model is compared with the
state-of-art baselines including beam search (based on 3-
gram language model) "', gist-based'"”’, and MLBL"" in
Fig.4. The presented annotation model performs well in
both BLEU-1 and BLEU-2 evaluations. Compared with

MLBL and beam search, the presented annotation model
is robust due to the fact that it is a nearly non-parametric
model which cannot sink into overfitting. Though the bet-
ter BLEU-1 score and BLEU-2 score are achieved, the
BLEU-3 score of the presented annotation model still has
a large lifting space. All in all, the presented model is
both robust and effective to some extent.

0.350

" BLEU-1 0.314
0.300F =BLEU2 0.302
L =BLEU-3

3 0.250
g 0.200- 0.189
2 0.150
—
M 0.100

0.050 0.048 0. 052 0.058

Gist- based MLBL Beam search ~ Boost4

Fig.4 The comparisons of BLEU scores with baselines

3.4 Qualitative measurement

Some good sentences generated by the presented anno-
tation model are listed in Tab. 3.

Tab.3 Some good sentences

Images Boost4’s annotations Original annotations
& 1) This is a picture of a pvc trim hobo bag. 1) Metal mesh hobo with PVC trim.
e
,'HE:-:.‘ 2) This is a picture of a classic metal mesh clutch bag. 2) Three different types of metal mesh classic framed clutch.

[\ 3) This
‘ shoulder bag.

5) This is a picture of a satin bow clutch bag.

is a picture of a classic black print leather

4) This is a picture of a luxurious croco embossing totes bag.

3) Deep color, slouchy supple leather, and functional details
give tailored luxury a modern feel.

4) The perfect handbag for everyday, this croco-embossed
leather tote features: 12.5 x12 x5.5.

5) A satiny evening bag in the shape of a bow, accented with
a square rhinestone medallion.

First, our sentences are accurate. For example, the
word sequences like “classic metal mesh” and “classic
black print leather” describe the products’ texture correct-
ly. Secondly, our sentences are unambiguous. Different
from isolated words, the above sentences composed of the
correlated key combined semantic information such as

“pvc trim” and “classic metal mesh” may depict products’
characteristics unambiguously. Thirdly, our sentences are
more concise. N-gram word sequences constructed by the
key correlated words are adequate to describe product
images’ content. Finally, our sentences are more interest-
ing. For example, “satin bow”, “classic metal mesh”,



Product image sentence annotation based on kernel descriptors and tag-rank 175

and “luxurious croco embossing” all sound very interest-
ing. They appear to have been written by people.
Certainly, many errors also remain in some sentences.

Some poor sentences generated by the presented annota-
tion model are listed in Tab. 4.

Tab.4 Some poor sentences

Images Boost-4’s annotations

Original annotations

1) This is a picture of a silk satin clutch bag.

2) This is a picture of a Jessica Simpson hobo bag.

3) This is a picture of a black nylon hobo bag.

4) This is a picture of a bold color combinations totes bag.

5) This is a picture of a nero black leather shoulder bag.

1) Madison Brook handheld clutch purple-manmade hand-
bags.

2) The Gin Lane hobo handbag by Jessica Simpson.

3) Yellow leather hobo with fringe and metallic star detail.

4) Vivid polka dots in bold color combinations help these totes
make a statement.

5) This patchwork leather shoulder bag in brown multi fea-
tures: 16.5 x4 x 14.

Many poor annotations occur in Tab. 4 due to three rea-
sons. The first is the noisy words in text. For example,
although “Jessica Simpson” and “bold color combina-
tions” are generated correctly by the WSBB algorithm,
these word sequences all focus on the non-visual charac-
teristics of product images while the correlated visual de-
scriptions are missed due to lower text weights. The sec-
ond is the visual words ambiguities'"”'. For example, the
texture word of “black nylon” and that of “metallic star
detail” fall into ambiguity. This finally confuses the an-
notation model. The last is the natural characteristic of
the MK-KDES-1 feature. As shown in Tab. 1, the feature
mainly describes the key texture and shape characteristics
of product images while it ignores the color characteris-
tics. Therefore, the word sequence like “nero black leath-
er” contains a wrong word “black”. Objectively speak-
ing, although better annotation performances are achieved
by both quantitative and qualitative evaluations, the pres-
ented annotation model still needs to be modified to re-
solve the above problems.

4 Conclusion

A robust and effective annotation model is introduced.
First, the MK-KDES-1 feature is created by the KDES
model and the MKL model. The feature obtains the best
annotation performance. Secondly, the annotation model
focuses on summarizing the key correlated words that
have the tightest semantic relations with the product ima-
ges. K key words are achieved by transplanting the tag-
rank model including AR metric and RR metric into the
word relevance computing model. The AR feature can
greatly improve annotation performance. Thirdly, top M
valuable N-gram word sequences are created by the pres-
ented WSBB algorithm. Fourthly, sentences are genera-
ted according to the N-gram word sequences and prede-
fined templates. Finally, a useful boosting strategy is de-

signed to boost annotation performance. Experimental re-
sults show how the presented model beats the state-of-art
baselines, particularly, in the BLEU-1 and BLEU-2 eval-
uations. Most of our sentences are correct, unambiguous,
concise, and interesting. More importantly, the presented
annotation model is almost a non-parametric model which
cannot sink into overfitting. In future, we will focus on
overcoming the visual words ambiguities by semantic con-
Ul and introducing a syntactic generation tree to cre-
ate more coherent sentences.

texts
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