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Abstract: Aimed at the difficulties in accurately,
comprehensively and systematically evaluating the reliability of
industrial wireless sensor networks ( WSNs), a time-evolving
state transition-Monte Carlo ( TEST-MC) evaluation method
and a novel network function value representation method are
proposed to evaluate the reliability of the IWSNs. First, the
adjacency matrix method is used to characterize three typical
topologies of WSNs including the mesh network, tree network
and ribbon network. Secondly, the network function value
method is used to evaluate the network connectivity, and the
TEST-MC evaluation method is used to evaluate network
reliability and availability. Finally,
reliability,
topologies are presented. Simulation results show that the
proposed method can quickly analyze the reliability of the
networks containing typical WSN topologies, which provides

the variations in the
connectivity and availability of these three

an effective method for the comprehensive and accurate
evaluation of the reliability of WSNs.
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A wireless sensor network ( WSN) is considered to be
the peripheral nerves of the IOT", which is emer-
ging as an information perception and processing technol-
ogy. WSNs have been widely implemented in security
systems, detection and identification of targets, and envi-
ronmental monitoring'”'.

Due to limited energy resources, harsh industrial envi-
ronments, and the applicability limitation of the nodes in
the WSNs,
working conditions. To better ensure the reliable opera-
tion of the WSNs,
graphic theory, and statistics is required. Even with these

the entire network operates in unreliable

knowledge of probability theory,
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advantages, it is difficult to obtain a pure analytical solu-
tion for network reliability. Therefore, establishing a reli-
able assessment theory for industrial WSNss is the basis for
optimizing network design which is of theoretical and
practical importance. This study investigates the influ-
ences of harsh environments, limited resources, faults
and external disturbances in service quality, and the net-
work reliability of WSNs. To accomplish this, the time-
evolving state transition-Monte Carlo ( TEST-MC) meth-
od is used to evaluate network reliability.

1 Related Work

Recently, reliability analysis of networks has attracted
considerable attention by researchers. This work mainly
focuses on two aspects. One is the research on the meth-
ods to improve the reliability of wireless sensor networks
and the other is the study of the methods needed to estab-
lish a reliable model of WSNs. Although many scholars
have evaluated the reliability of many WSN models, a
unified model has yet to be developed.

Cai et al."” analyzed the channel fading mechanism
and reliability parameters that affect the zonal network
and designed a routing algorithm for saving energy.
Zonouz et al. ' evaluated the reliability of a data trans-
mission route in a WSN and proposed a dynamic routing
algorithm to achieve the most reliable end-to-end path
transmission. Aijaz et al. "' designed an effective MAC
protocol with high reliability to improve the efficiency
and reliability of a network. Luo et al. ' studied the sim-
ultaneous relationship between energy and reliability and
proposed a novel reliability algorithm of data collection
based on data fusion inside the network. Lin et al.'” re-
ported the establishment of a WSN model that utilizes a
processing method based on the system components,
which is used to calculate the system reliability by pro-
cessing the reliabilities of each component. It is apparent
that these efforts provide only partial solutions for the
problem of network reliability. Since most of them fo-
cused on specific scenarios, they are restrictive in regard
to the definition of network failure conditions, depend-
ability metrics, topology, network reconfiguration and re-
dundancy, as well as potential application to industrial
scenarios.

As a result, reliability analysis of the network usually
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involves the following two aspects: accomplishment of
tasks and the evaluation of the operational failure of
"' However, problems persist for adequately ad-
dressing the nature of network reliability. In this regard,
addressing the issue of network reliability, we must con-
sider the following issues: 1) The redundancy method,
which is relatively more intuitive and effective, but it
cannot be infinitely redundant because the environmental
requirements including cost, etc. must be considered™ .
2) Establishing a life-based reliability model requires that
the life of WSNs be based on the life of the sensor

[10]

nodes

nodes . However, like the wired network, the life of
an information transmission path must be considered. 3)
In a complex system, it is necessary to separately consid-
er the importance of each element. In a wireless sensor
network, it is also necessary to optimize the sensor nodes
or topology. This is an important reference point for de-
termining how to improve the reliability of WSNs.

In this study, the basic concepts and principles of the
network reliability are analyzed and a wireless sensor net-
work reliability evaluation model is proposed based on the

TEST-MC method.
2 Theoretical Analysis
2.1 TEST-MC method and network function value

2.1.1

To evaluate the reliability of the network operating in a
complicated environment with high reliability, in this pa-
per we use the TEST-MC method to evaluate the reliabili-
ty status of the wireless sensor network. According to the
fault distribution of nodes and the recovery ability of the
network, the status variation series of the network nodes
is randomly generated during the time interval and the
variation property of the reliability status of the network is
simultaneously recorded"".

The basic steps of the TEST-MC network reliability
simulation of WSNs are shown as follows '*':

1) Variable initialization.

_1{0,0,...,0},,,,
- {{0,0, ces0}, cmsn Otherwise
Tf:{}’ Ter:{o’o""so}lxn‘

where T,, T, T, are the time queues denoting the mo-
ments of network element failure, restoration ( for repaira-
ble networks), finish repair ( for networks with limited
repair) and change state, respectively; n, m are the num-
ber of sensor nodes V and links E.

2) The failure time intervals AT, of each node are ran-
domly generated according to the life-time distribution of
the nodes in T,. For the exponential distribution,

Description of network function value

if node is completely reliable

r

P(Af) =™ (D

where A is the failure rate of network nodes.
3) The calculation of failure time of each node.

= At + AL (2)
The failure time ¢, is greater than the given time period
so it does not need to be calculated.
4) The final results are output if there is no repair or all
of the nodes have been processed; otherwise, the simula-
tion continues.
5) For each new element 7, added to T, a repair time

t

e

At, is randomly generated according to the distribution of
repair time Atr’. For T" distribution, there is

Ar—p\ 0 At—p
P(At)z( B )Bre:zg B ) At=p: 5, B>0
(3)

where y is the location parameter; vy is the shape parame-
ter; B is the scale parameter; and I is the I" function,

I(y) = J: e ds (4)

6) The completion time for each node is calculated for
the wireless sensor network which limits repair ability:

t, =max(min(T,), ;) +At, (5)

7) If the repair completion time 7, <T,, record the cor-
responding node number, or return to Step 2.
2.1.2 Calculation method for network function value

The network function value f, is a quantitative indicator
of network performance and it is used to represent the
connectivity state of overall communications in the net-
work. It represents a quantitative expression of the ordi-
nary working range within certain performance require-
ments. The sensor node state vector is X = {x,, x,, ...,

x,}.
_ [0
x[—{l

Y =(y;),,, is the adjacency matrix denoting the state of
the links, and

0
yij: {l

For an arbitrary undirected or directed graph G, if the
node status in a given network or the state vector X and
adjacency matrix Y are determined, the following algo-
rithm can be implemented to compute the function value
f, of the whole network, so that the reliability of a link in
the wireless sensor network is due to the likelihood that

if sensor node i fails

(6)

otherwise

if no normal link connects v, to v, 7

otherwise

the link maintains its connectivity.

The specific algorithm to calculate the function value of
a wireless sensor network is as follows'™'.

1) Zero elements in state vector X are marked and the
corresponding rows and columns in adjacency matrix Y
are deleted. The remaining elements of matrix Y are ob-
tained.

2) Initialization of variables: C = {0,0, ...,0},, ., n

c
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=0, X' ={0,0,...,0},,,, X*=X". n,is the number of
isolated connected subgraphs in G.

X =(), ., (8)

3) To determine whether there is a need to block a new
node set of X°, X°is the matrix denoting the affiliation of
the sensor nodes to the isolated connected subgraph and

X = {(1)
(9

If Y xi <n', | C| <n', then, ={min{i|i, =0}}
ij

if sensor node j belongs to the i-th subgragh
otherwise

and the process executes step 4), otherwise go to step
5). I, is the index set for the sequentially failed nodes.
4) Searching for the sub-graph. If I, = (J, n,=n_+1,
the process returns to step 3), otherwise returns to step
4).
5) The WSNs are the S/C type networks, the function
network value f, is calculated as

n
fo=2x
i=1

where the subscript i is the i-th sensor node.
6) Finally, the absolute value and normalized value of
f, are computed.

(10)

2.2 Network reliability evaluation model based on

TEST-MC method

The input information of the evaluation method for net-
work reliability based on the TEST-MC includes the net-
work topology, the reliability of the nodes, links and ma-
intenance information. For a repairable network, a range
of the longest observation time ¢_, is also required and the
simulation steps are as follows:

1) According to the lifetime distribution types, mainte-
nance types and parameters of the nodes, we simulate the
change state of nodes in the networks and obtain the
nodes’ state transition time series T, and the corresponding
sequence I,.

2) The states of all the nodes are initialized to be nor-
mal. That is, the network function values of nodes and
links are set to be 1.

3) According to the evolution process of the node
state, the state value of the network node is changed in
turn; that is, the corresponding values of nodes or links
are changed. The f, changing with the time of each node
is calculated by the network function algorithm.

4) Repeat the above steps to reduce the estimation error
if necessary.

5) We can obtain the reliability parameters of wireless
sensor networks by the statistics results.

2.3 Reliability evaluation indices

The reliability evaluation indices of the wireless sensor
networks include connectivity, reliability and availability.

The calculation methods for determining these parameters
are described as follows:

1) Calculation of connectivity. Connectivity is an im-
portant parameter for evaluating the connectivity and the
survivability of the network. Here, we use the network
function value f, to represent the connectivity of the net-
work. The greater the network function value f,, the
higher the connectivity of the network. On the contrary,
the lower the connectivity of the network, the worse the
network reliability.

2) Calculation of reliability. During a given period of
time (¢, t,), the reliability of WSNs R is greater than
the minimum value of f,, which is defined as

R, (1,,1,) =P(f(D) =f, |1, <t<1,) (11)

where f(#) represents the function values at time ¢ and f,
is the worst function value that state w allows.

3) Calculation of availability. Network availability is
the point at which faulty components in the network can
be used as a reliable measure of network restoration. The
network availability A is defined as the percentage of time
weighted with time period from ¢, to t,:

"t —ip | J0

represents the maximum function value.

A(t, 1) (12)

where f,

3 Simulation and Analysis

Currently, there are few reports in the literature that
deal with network reliability in terms of the topological
structure of the network. To determine the influence of
the topological structure on network reliability, three typi-
cal industrial wireless sensor networks ( mesh network,
tree network and ribbon network) were examined. Fig. 1
shows that the topology of the mesh network, tree net-
work and ribbon network consists of 10 nodes, respec-
tively in conjunction with the corresponding adjacent ma-
trices.

O Terminal node; O Routing node; . Sink node

()
Three kinds of WSN topological structures. (a) Mesh
network; (b) Tree network; (c) Ribbon network

Fig. 1
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3.1 Simulation environment

We use the Matlab simulator to conduct a performance
analysis of the proposed method. The main assumptions
considered in these experiments are listed below'" .

Scenarios: mesh, tree and ribbon topologies.

Failure rate: Assume that device failures occur at a
constant rate (i. e., exponential distribution). The gate-
way and the access points have higher reliability than oth-
er typical network devices. The failure rate of the sensor
nodes ¢ is 10 ° h ™' and the fault rate of the link A is 10’
h™'.

Repair rate: Field devices can be repaired after failing
if necessary. After repair, the device is considered to be
new. We consider the repair processes to be independent
and the mean time for repair (MTTR) ¢, is 0.5 h.

3.2 Network connectivity simulation results

In this study, the connectivity reliability of the WSNs
is developed based on the perspective of network topolo-
gy. Figs.2, 3 and 4 show the distribution network con-
nectivity of mesh, tree and ribbon networks, each of

which contain 10 nodes with the condition 7, =0.5 h.
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Fig.3 Tree network connectivity

Figs. 2, 3 and 4 show that the connectivity of the net-
works maintaining between 0.9 and 1.0 at the initial time
of simulation, regardless of the topology distribution. So
that at that moment, the network is connected to all sen-
sor nodes. It can be seen that the ribbon network suffers a
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Fig.4 Ribbon network connectivity

drastic decline in connectivity and the network connectivi-
ty decreases gradually.

3.3 Network reliability simulation results

The initial function value of f, is set to be 1. If f, <
0.8, the network will fail to operate, which is defined as
an unreliable condition. In addition, the time interval
from the initial value of 1 to 0. 8 is recorded, and this
procedure is repeated 100 times. The obtained data is nor-
malized and ordered from large to small. Eventually, the
reliability and the distribution of the mesh, tree and rib-
bon networks are obtained, as shown in Fig.5.

1.Om - Mesh
- Tree
09 > Ribbon
o.8
0.7+
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0.5
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0 20 40 60 80 100
Round

Fig.5 Network reliability simulation results

After executing system calculations, the average relia-
bility of the mesh, tree and ribbon networks are 0. 825,
0.797, and 0.772, respectively. Fig.5 shows that the re-
liability of the mesh network is better than that of the tree
network, which is, in turn, better than that of the ribbon
network.

3.4 Network availability simulation results

In Fig. 6, we give the availability of 10 nodes of the
mesh, tree and ribbon networks with the change of days,
months and years. As shown in Fig. 6, the availability in
the shorter time intervals has a broader distribution range.
Among the three topologies, the mesh network availabili-
ty is the highest, the value of which is between 0. 75 and
0.95; the availability of the tree network is between 0. 65
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and 0. 8, and the availability of the ribbon network is
shown to be the greatest, with an availability value be-
tween 0.55 and 0. 8.
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Fig.6 Network availability distribution under #; =0.5 h.
(a) Mesh network; (b) Tree network; (c¢) Ribbon network

To better characterize the availability of the topologies,
we simulate the average availability distributions of three
topological structures with four different 7, of 0.2, 0.5,
0.8 and 1 h under the failure rate of ¢ of 10 ° h ™' and the
failure rate of A of 1077 h™', as shown in Fig. 7.

As can be seen in Fig. 7, the average network availa-
bility decreases as ¢, increases, regardless of the network
topology. However, the availability in the mesh network
decreases the least, then the tree network, and the ribbon
network exhibits the greatest decrease. Under the same
failure rate, the average availability of the ribbon network
decreases more obviously than those of the tree and mesh
networks.
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Fig.7 Average availability of three topologies. (a) Mesh net-
work; (b) Tree network; (c¢) Ribbon network

3.5 Network average availability simulation

To better evaluate the reliability of the typical topology
of WSNs, simulation experiments were conducted to vali-
date the network’s average availability, and the time con-
sumed for the evaluation of network reliability with ¢ =
107 h™", a link failure rate A =10 h™' and A =2 x
107 h™'. Tab.1 shows a comparison of the average val-
ue of the network average availability and the time con-
sumption from evaluation for the mesh, tree and ribbon
networks.

It can be seen from Tab. 1 that all three networks ex-
hibit high availability when the network failure rate is
low, achieving up to 0. 85, indicating that the network
reliability is better and the network simulation requires
more time. The average network availability of the three
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Tab. 1  Network Average availability and time-consuming ity oriented single path routing protocols in wireless sensor
of networks networks[ J]. IEEE Sensors Journal, 2014, 14 (11):

A=10"h"! A=2x10""h"" 4059 —4068.

Topology EA) Time/s EA) Time/s [5] Aijaz A, Ping S'Y, Akhavan M R, et al. CRB-MAC: A
Mesh 0.92 6.11 0.63 5.62 receiver-based MAC protocol for cognitive radio equipped
Tree 0.9 9.53 0.35 6.52 smart grid sensor networks[J]. [EEE Sensors Journal,
Ribbon 0.86 10.58 0.16 6.76 2014, 14(12): 4325 ~4333.

[6] Luo H, Tao H X, Ma H D, et al. Data fusion with de-

topological structures decreases as the network fault rate
increases, and the availability of the mesh network de-
creases less than that of the others.

4 Conclusion

The TEST-MC evaluation method and the network
function value representation method are used to evaluate
the reliability of WSNs including mesh networks, tree
networks and ribbon networks. The proposed model can
provide a useful analysis of three typical WSN topology
structure and provides an effective method for a compre-
hensive and reliable assessment of WSNs. However, the
reported assessment focuses on static wireless sensor net-
works, and future work will include an assessment of the
reliability of mobile wireless sensor networks.
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