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Abstract: A simple decision method is proposed to solve the
group decision making problems in which the weights of
decision organizations are unknown and the preferences for
alternatives are provided by double hesitant linguistic
preference relations. First, double hesitant linguistic elements
representing  the
information in the process of group decision making accurately

are defined as uncertain  assessment

and comprehensively, and the double hesitant linguistic
weighted averaging operator is developed based on the defined
operational laws for double hesitant linguistic elements. Then,
double hesitant linguistic preference relations are defined and a
means to objectively determine the weights of decision
organizations is put forward using the standard deviation of
scores of preferences provided by the individual decision
organization for alternatives. Finally the correlation coefficient
between the scores of preferences and the scores of preferences
are provided by the other decision organizations. Accordingly,
a group decision method based on double hesitant linguistic
preference relations is proposed, and a practical example of
the Jiudianxia reservoir operation alternative selection is used
to illustrate the practicability and validity of the method.
Finally, the proposed method is compared with the existing
methods. Comparative results show that the proposed method
can deal with the double hesitant linguistic preference
information directly, need any
transformation, and can thus reduce the loss of original

does not information
decision information.

Key words: group decision making; double hesitant linguistic
elements; double hesitant linguistic preference relations;
double hesitant linguistic weighted averaging operator

doi: 10.3969/j. issn. 1003 —7985.2016.02.018

I n reality, people are used to using natural languages
to assess the qualitative aspects of problems. For ex-
ample, when assessing the environmental quality of a cit-
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y, experts prefer to use natural languages, such as “very
good”, “good” and “poor”, etc. The fuzzy linguistic ap-
proach is a technique to deal with the qualitative informa-
tion""
oped to extend and improve the fuzzy linguistic approa-
ches in information modeling and computing processes,
such as the semantic model™, the symbolic model™ and
the 2-tuple linguistic model'"’, etc. Among them, the
symbolic model implements direct computations on lin-
guistic labels, and thus possesses the merits of simple
computational processes and high interpretability, which
has been widely applied to many fields, such as decision
making'”’, information retrieval'”, supply chain manage-
ment'”’, marking'®, energy
management'”’, etc.

In the above-mentioned linguistic models, an expert

. So far, many linguistic models have been devel-

sustainable

can only use a single linguistic term to express his/her as-
sessment for an alternative under a criterion, which indi-
cates that the degree of the alternative to the linguistic
term under the criterion being 1. Nevertheless, sometimes
a single linguistic term is inadequate to exactly express
the expert’s assessment for the alternative under the crite-
rion because there may be some ambiguities when he/she
provides the linguistic term as the assessment of the alter-
native under the criterion. For coping with such cases,
Wang and Li""” proposed the concept of intuitionistic lin-
guistic sets, by which an alternative can be assessed by a
linguistic term with a membership degree and a non-mem-
bership degree, both of which are values in [0, 1]. Liu et
al. """ defined hesitant intuitionistic fuzzy linguistic sets,
in which the membership and non-membership degrees of
an element to a linguistic term are denoted by a set of in-
tuitionistic fuzzy numbers. It is worthwhile mentioning
that in the process of group decision making or
anonymous assessment, different decision makers or eval-
uators may give different linguistic terms with different
membership and non-membership degrees, which are sub-
intervals of [0, 1].
composed of several experts is invited to assess the envi-
ronmental quality of a city in terms of the linguistic term

For example, a decision organization

set: § = {s_;: extremely poor, s_,:

very poor, s_,:
poor, s,: fair, s;: good, s,: very good, s,: extremely
good}. Suppose two experts think that the environmental
quality of the city is surely not “good”. One of them

deems the degree of the environmental quality of the city
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to be “good” and the degree of it not belonging to “good”
as 0.6 and 0. 3, respectively, and the other deems it as
[0.7,0.8] and [0.1,0.2], respectively. The rest of the
experts think that the environmental quality of the city is
doubtlessly “very good”. Assume that they all insist on
their own viewpoints and cannot persuade each other. To
represent such assessments accurately, we will develop a
new linguistic presentation model: double hesitant lin-
guistic elements. By our model, we can use {(s,, (0.6,
0.3),([0.7,0.87,[0.1,0.2])),(s,,(1,0))} to ex-
press the assessment information of the decision organiza-
tion. Double hesitant linguistic elements consider people’s
ambiguities when providing assessments, and encompass
much more decision information; which is a very useful
means to collect the decision makers’ assessment informa-
tion in large group decision making or anonymous assess-
ment problems accurately and comprehensively.

In the process of decision making, the decision makers
are often required to provide their preferences by compa-
ring each pair of alternatives and construct preference re-
lations. Up to now, there have been many different kinds
of preference relations, such as fuzzy preference rela-

12 . .. . . . r3
21 intuitionistic preference relations'"”’

tions interval-
valued intuitionistic preference relations'"*’, and linguistic
preference relations "', It is worth noting that none of the
existing preference relations permit the decision makers to
provide all possible linguistic terms with the membership
and non-membership degrees, which are the subintervals
of [0,1], as their preferences for a pair of alternatives.
So another aim of this paper is to define double hesitant
linguistic preference relations to overcome this limitation,
and investigate their applications in group decision mak-

ing.
1 Preliminaries

In this paper, we consider a subscript symmetric addi-

tive linguistic term set S = {s, |a = —7,+, =1,0,1,
--,7}, where 7 is a positive integer. In general, S is re-

quired to satisfy the following conditions' "

1) There is a negation operator neg(s,) =s_,, espe-
cially, neg(s,) =5,;

2) The set is ordered, s, <5, i<j.

To facilitate the calculation of linguistic terms, Xu'"'
extended the discrete linguistic term set S to a continuous
set S, and defined two operational laws as follows;

Definition 1'°" Let S={s |a=-7,-, -1,0,1,
-=+,7| be a linguistic term set, then S={s, |ae[ - ¢,
q]} is called the extended linguistic term set of S, where
q(g >1) is a sufficiently large natural number.

Usually, we call s, an original linguistic term if s, € S;
otherwise, we call s, a virtual linguistic term.

Definition 2" Lets,,s,eS, Ae[0,1], then

5, DPs;=5,.5, As, =5,

In order to express the membership and non-member-
ship degrees of an element to a linguistic term, Wang and
Li'"” defined intuitionistic linguistic sets.

Definition 3" Let S={s |a=-7,-+, -1,0,1,

-+, 7} be a linguistic term set, S be its extended linguistic
term set, and X be a given domain. Then an intuitionistic
linguistic set (ILS) in X is defined as

A={<X [Se(x),(uA()C),VA()C>)]> ‘XEX}

where s, € S, and u,(x) and v, (x) denote the mem-
bership and non-membership degrees of the element x € X
to the linguistic term s, , respectively, with the condi-
tion0<u,(x)<1,0<v,(x)<l,0<u,(x) +v,(x)
<lI.

Afterwards, Liu et al. """ defined hesitant intuitionistic
fuzzy linguistic sets, in which the membership and non-
membership degrees of an element to a linguistic term are
denoted by a set of intuitionistic fuzzy numbers.

Definition 4" Let S={s |a=-7,,-1,0,1,
-+-, 7} be a linguistic term set, S be its extended linguistic
term set, and X be a given domain. Then a hesitant intu-
itionistic fuzzy linguistic set (HIFLS) in X is defined by

B={{(x [5,.hy(x)]) |xeX]

where s, €S, and h, (X) = U, (.00 cnio | (U (X)),
ve(x))}. Forany xe X, O0<u,(x) <1, 0<v,(x) <1,
0<u,(x) +v,(x) <1, where u,(x) and v,(x) repre-
sent the possible membership and non-membership de-
grees of the element x € X to the linguistic term s
spectively.

6(x) 2 re-

2 Double Hesitant Linguistic Elements and Bas-
ic Operations

In this section, we will define double hesitant linguistic
elements and some basic operational laws.

Definition 5 Let S=1{s, |a= -7,-, -1,0,1-,
7} be a linguistic term set, S be its extended linguistic
term set, and X be a given domain. Then a double hesi-
tant linguistic set (DHLS) in X is defined as

D={(x{[s,, M ()] [i=12,,11) [xeX]

where s, ., € S; 7, is a positive integer and for i = 1,2,
cat, Mo(x) = (e (x), B (0], [g7 (x),
g (0D [0<h (x) <k (x)<1,0<g" (x) <
gt (x)<1,0<h (x) +g" (x)<1,r=1,2,--- 't , in
which /] is a positive integer. Here for r=1,2,--- 17, the
intervals [ (x), k" (x)] and [ g (x),g" (x)]
represent the possible membership and non-membership
degrees of the element x € X to the linguistic term s, ,
respectively.

For convenience, we call d(x) = { (s, ,M;(x)) | i
=1,2,---,t.} a double hesitant linguistic element ( DH-
LE). Clearly, the DHLS D can be written as D =
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[ sy M, (x)) | i=1,2,,1}]xeX}|. Thus,
DHLEs are the basic unites of a DHLS.

From Definition 5, we can derive some special results;
ifforall xeX, t, =1 and M, (x) =([h, (x),h (x)],
[g,(x),g,(x)]), where 0<h,(x), g,(x)<l and 0<
h (x) +g (x)<1, then the DHLS D reduces to an ILS,
which means that ILS is a particular case of DHLS; if for
al xe X, t, =1 and M, (x) = {([h (x),h(x)],
[g.(x),8,(x)]) |0<h (x)<1,0<g,(x)<1,0<
h(x)+g (x)<l,r=1,2,---,I'}, then the DHLS D re-
duces to an HIFLS, which illustrates that HIFLS is a par-
ticular case of DHLS.

For comparing DHLEs, the following concepts are pro-
posed.

Definition 6 Let d(x) = {(s,,,M (x)) |i=1,2,

-,t.{ be a DHLE, where for i =1,2,---,¢t,, M,(x) =
LR () ,h7 (01,087 (0),87 () ]) | 0k (x) <
R () <1,0<g” (x) <g" (x) <1,0<A" (x) +g/" (%)

I
<1,r=172,,I'}. Then we call  (x) = [Zhi’(x)/lf,
=1

I
z h (x)/L ] the average membership degree of the el-
=1

ement x to the linguistic term s, , denoted by [ 4, (x),

I3 I
b0, 80 = [Ye 0/, Y g (x)/r] the
r=1 r=1
average non-membership degree of the element x to the
linguistic term s, , denoted by [g,~ (x),g," (x) ].
Definition 7 Let d = { (s, ,M,(d)) li=1,2,,
t.} be a DHLE, where for i =1,2,--,¢t, M,(x) =
LR () 7 () ], [e 7 (0),8" (0 ]) | 0k (x)
sk (x)<s1,0sg " (x)<g  (x)<1,0<sh" (x) +
gt (x)<l,r=1,2,-,I}.
is defined as

Then the score function of d

t, 71'— 71‘4-
F(d):;;?( ; (x); (%)
g (x) +g" (x)

2

+1 -

Jots,w) (D)

and the accuracy function of d is defined by

- 3 4 GRMURHOR G

Q(sg,(@) (2)

where Q(s,) =i; h,"(x), h,"(x), g, " (x) and g," (x)
are defined by Definition 6.

Then, based on Definitions 6 and 7, the following
comparison rules are introduced.

Definition 8 Let d, = {(s,,,,M,(d,)) |i=1,2,

s { and d, = { <So,(d1> ’Mj(d2)> ‘] 21,2,"',t2} be

any two DHLEs, then

1) If F(d,) >F(d,), then d, is superior to d,, deno-
ted by d, >d,;

2) If F(d,) =F(d,), then

If H(d,) >H(d,), then d, is superior to d,, denoted
by d, >d,;

If H(d,) =H(d,), then d, is equivalent to d,, deno-
ted by d, ~ d,.

In what follows, an example is provided to illustrate
the comparison method shown in Definition 8.

Example 1 Let S={s_,: extremely poor, s _,: very
poor, s_,: poor, s,: fair, s, : good, s,: very good, s,
extremely good | be a linguistic term set, d, = { (s _,,
(0.6,0.3),([0.8,0.9],[0,0.1])), (s,, (0.8,
0.2))} and d, = {(s,,([0.6,0.7],[0.1,0.2])),
(s_,,(0.15,0.8),([0.2,0.4],[0.5,0.6]) )} be two
DHLVs, then by Eq. (1), we obtain

F(d,)=-0.3625, F(d,)=-0.275

Since F(d,) <F(d,), we have d, <d,.

After giving the comparison rules of DHLEs, the next
thing we need to do is to introduce their operational laws.

Definition 9 Let d, = {(s,,,,M,(d,)) |i=1,2,
”’tl% and d, = {<S(i,(d1)9Mj(d2)> ‘j=1,2,"',t2} be
any two DHLEs, where for i =1,2,--,¢,,M,(d,) =
{([hji(d1>ahf+(d1>],[gfi(dl)’g?(dl)}) ‘t:l,z,
it and for j=1,2,,1,,M,(d,) = { ([ K (d,),
h{Jr(dz)J7[g/;(d2)’gi+(d2)]> \r:1,2,~~,lf}, and
A =0. Then the following operations are valid:

1) neg(d,) =1{{(s_,u) ,M,(d)) |i=1,2,- 1.

2) d,®d, = <S9,(d,)+0j(d2)’Mij(dl@d2)> ‘i=]’2"“’
t,3j=1,2,--,t,1, where fori=1,2,---,¢,, j=1,2,-+,
t,, M;(d, ®d,) = {([h(d) +h (d)) -h (d,) *
B (dy) by (dy) + W (dy) = k" (d) " (dy) ],
[gii(dl)g{f(dz),gi+(dl)gf_+(d2)]) ‘I=1’2,"',l:;r
:1’2’...,112}.

3) Ad, =1 (s, M, (Ad,)) | i=1,2,-,1,|, where
fori=1,2,--+,t,, M.(xd,) ={([1=(1=h"(d))",1-
1=k (d )" ], [ (g (d)' (g (d)']) [1=1,2,
--,l:}.

Example 2 Let S={s_,: extremely poor, s _,: very
poor, s_,: poor, s,: fair, s,: good, s,: very good, s,
extremely good| be a linguistic term set, d, = {{s,,
(0.6,0.2),([0.7,0.9],[0,0.171)), (s,, (0.7,
0.1))} and d, = {(s,,([0.6,0.8],[0.1,0.2])),
(s,,(0.8,0.2)),(s,,(0.5,0.4),([0.6,0.7],[0.2,
0.3]))! be two DHLEs. Then according to Definition
9, we obtain

1) neg(d,) =1{{(s_,,(0.7,0.1)),{(s_,,(0.6,0.2),
([0.7,0.97,[0,0.1]))};

2) 0.4d, = {{s,,,(0.306 9,0.525 3),([0.382 2,
0.6019],[0,0.3981])),(s,,,(0.3822,0.398 1))} ;

3) d,Bd, = {(s,,([0.84,0.92],[0.02,0.04]),
([0.88,0.98],[0,0.02])), (s,, (0.92,0.04),
([0.94,0.98],70,0.02]),([0.88,0.94],[0.01,
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0.02])),¢{s,,(0.8,0.08), ([0.84,0.88],[0.04,
0.06]),([0.85,0.95],[0,0.04]),([0.88,0.97],
[0,0.03])),(s;,(0.94,0.02)),{s,,(0.85,0.04),
([0.88,0.917,[0.02,0.03]))1.

For the operations of DHLEs in Definition 9, the fol-
lowing desirable properties are satisfied.

Property Let d, = {(s,,, ,M (d)) |i=1,2,
thdy =1 (s M (dy)) | j=1,2,,1,| and d; =
{(sgk(d\),Mk(d3)>\ k=1,2,--,1} be any three
DHLEs, and A, A,, A,=0. Then we obtain

1) Aneg(d,) =neg(Ad, ) ;

2) neg(d,) ®neg(d,) =neg(d, ®d,) ;

3) d,®d, =d,Dd, ;

4) (d,Dd,)Ddd, =d D (d,Dd,) ;

5) A(d,®d,) =Ad, B Ad,.

Proof Here we assume for i=1,2,---,¢,, M,(d,) =
[(Lh(dy) 7 (d) ], Le (dy) g (d)]) [1=1,2,
celih for j=1,2, 0, My (dy) = {([H (d,),
W (d)],[g (dy),g (d)]) [ r=1,2, [}, and
for k=1,2,,t,, M (d,) = {([h, (dy),h," (d;)],
(g, (d)),g, " (d;)]) [p=1,2,-,[;|. Then by Defi-
nition 9, we obtain

1) Aneg(d,) =A{{s_, M, (d)) |i=1,2,- 1}
= {<S_,\@,(d,)’ M,- (/\dl >> ‘ i=1,2, -, L } =
neg( i <S).9,(d‘)7Mi()\d1)> ‘i:l,z,"',tlf) =neg()\d1)-

2) neg(d,) ®neg(d,) ={(s_,,, M (d))|i=1,
2,1 { ® {<S79,(d1)9Mj(d2)> ‘]= 1,2a"',t2€ =
{<S—<9‘(d‘)+9,(d~.))’Mg/(d1®d2))> ‘i=1,2"",t1 ;j=1,2,
b1 =neg({ <S9,(lll>+ﬂ,(¢11)’Mi,'(dl@dz)> ‘i=1,2,"',
t;j=1,2,--,5,1) =neg(d, Bd,).

3) The result is easily obtained by 2) in Definition 9.

4) (d,®d,) ®dy = { (5,00 .000) M, (d, ®d,)) | i =
1a2,"'atl;j=1a2,"'atz} ®%<Sek(d‘)’Mk(d3)> ‘k=1,
2,0t = %<Sa,(d,)+y,(dz)+ek(d~,)9Mijl<((d|@d2> ®d,)) ‘ i
=1,2,,t,;j=1,2,-+,t,5k=1,2,---,t,} , where for i
=12, t,j=1,2, t,,k=1,2,-+,t;, M, ((d, D
dz)@d3) = %([h:j;i(dleadz) +h:§7(d3) _h§i7<d1®d2)
hii(ds)ahi? (dl @dz) + hlp{+ <d3) - herr (dl @dz)
hf,+(d3)J’[g?,:? (d, @dz)gf; (d3),g§{+ (d, ®&d,)
g (d)]) [t1=1,2, L;r=1,2, L;p=12,,
Ii}. Since for t=1,2,- 0 ,r=1,2,- 0 hl”(d &
dz) :hji(d1> +hi7(d2) _hji(d1>h{7(dz), h:’r(leD
dy) =h;"(d,) + )] (dy) =h" (d) " (dy), g (d, &
d,) =g, (d)g (d,) and g," (d,®d,) =g, (d,)g," (d,),
then we obtain

M[jk((dl@dz)@d3) :%([1 _(1 _h;.i(d1>)(1 -
W (dy)) (1 =h,"(dy)),1=(1=h"(d)) (1~
B (d) (1 =k ()], L& (d)g (d)g, (dy),
g (d)g (d)g, (d)]) [1=1,2,,1;r=1,2,
--,lf;p:1,2,~-~,li}

Similarly, we obtain

d, @(dz @ds) = | <sa,(d,)+e,(d1)+9k(d=) ’Mijk(d] ®(dz@
d))) li=1,2, 055 = 1,2, 05k =12, 1,

where for i=1,2,--- ¢, , j=1,2,--t,, k=12 -1,

M, (d®(d,®dy)) ={([1-(1-h"(d))(l-
no(d,))(1-hy (dy)),1=(1-h(d))(1-
W (d)(1=h"(d)],[8 (d)g (d)g (d,),
g (d)g’ (dy)gy (d)]) [t=1,2,,1};r=12,
L Lsp=1.2, L} =M, ((d, Dd,) ®d,)

Therefore, we prove (d, @d,) ©d, =d, D (d,Dd,).

5) A(d, &d,) :/\{<sa,(¢1‘)+0,(dl)v Mij(dl@dz)> ‘ i=
12,1, 3j=1’2,""tz} = | <S)\(f?,(d.)+9,(d3>)’Mif(A(dlea
d)))y li=1,2,,t;j=1,2 1,1, where for i =1,
2,0, j =12, 8, My(X(d, ®d,)) =1([1-(1
—hy " (d,®d,))", 1 - (1 -h" (d,&d,))"],[ (g, (4,
®d,))", (&) (d,@d,))"]) [1=1,2,.,1;, r=1,2,
--,lf}. Since for any t =1,2,---,1; r:1,2,---,lf,
h;{-_(dl@dz):hj_(d1> +hi_(d2> —hi_(dl)h{_(dz),
hy' (d@®d,) =h" (d)) +h) (dy) —h, (d) " (d,),
g, (d,®d,) =g (d)g (d,)and g’ (d, Dd,) =
g7 (d,) g’ (d,), then we obtain

M;(A(d,®d,)) ={([1-(1-hy (d))"(1-
W (dy))" 1= (1 =hy (d)" (1 =R (d,))"],
[ (g7 (d)eg (d))", (g7 (d)g ()" ]) [1=1,
2, l!~r=1,2,---,lf}

YV

Moreover, since
/\dl = % <S)‘g‘(,1‘) ,Mi(/\d] )> ‘ i=1 929"'vt| }

where for i=1,2,---,¢

M (Ad) = {([1=(1=h"(d))",1-(1~
h(d)) ], (g (d) (g (d)*]) e=1,
2,...’1:;

and

/\d2 = i <S)\9,(d2)’Mi(/\d2)> ‘j=1,2,"',t2}

where for j=1,2,---t,,

M,(Ad,) = [ ([1=(1 -k (d))", 1 - (1= (d,))"],
(g (d))" (g ()" ]) [ r=1,2,, 1]

then we have

A, ®Ady = | (000 ernar »M, (Ad, ®Ad,) ) =12,
"',tl ;j:1’2""’t2} = { <S,\(9‘(,[‘)+g’(dl)) ,M,-j()\dl@
M) li=1,2, t5j=1,2, 1,

where for i=1,2,---,¢,, j=1,2,--,t,, M;(Ad, D Ad,)
={([h, (Ad,®Ad,) b (Ad, D Ady) ], [ g (Ad, @
)\d2>1 gU+()\dl@/\d2)]> ‘[21,2,"‘,12;}’:1,2,"',

tr
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Since for 1 =1,2, -, 1}, r=1,2,- L h!" (Ad, ®
Ady) =1 = (1=hy (d))" (1 =k~ (d,))", b (Ad, D
Ady) =1 = (1=h (d))" (1 =h"(d,))", g (Ad, D
Ady) = (g (d)" (g (d,))" and g," (Ad, ®Ad,) =
(g (d))" (g (d,))", then we obtain M,(Ad, ®Ad,)
=M,;(A(d, ©d,)). Thus, we prove A(d, ©d,) = Ad,
®DAd,.

In the process of decision making, the aggregation op-
erators are usually used to incorporate the individual deci-
sion information into the collective one. In order to fuse
the double hesitant linguistic information, the following
basic aggregation operator is developed based on the oper-
ational laws in Definition 9.

Definition 10 Let S={s, |a= —7,~, -1,0,1--,
7! be a linguistic term set, d,(i=1,2,---,n) be a collec-
tion of DHLEs, and V be the set of all DHLEs. Then a
double hesitant linguistic weighted averaging ( DHLWA )
operator is a mapping DHLWA . V'—V such that

DHLWA, (d, .d,,.d,) =& (wd) )

where w = {w,, w,,---, w,} " is the weight vector of d, (i
=1,2,--+,n) with w, e [0,1] and Zwi = 1. Particu-
i=1

larly, if w = {1/n, 1/n,+--, 1/n}", then the DHLWA
operator reduces to the double hesitant linguistic avera-
ging (DHLA) operator:

DHLA(d, ,d,,

=1

ar-g(te) @

Theorem 1 Let d, = | (s, , .M, (d,)) | p,=1,2,
-1} (i=1,2,---,n) be a collection of DHLEs, where
for p,=1,2,---,1,(i=1,2,-,n), M, (d,) ={([K"(d,),
W(d) ], el (d) g (d)]) [ r=1,2,, 0}
Then the aggregation result derived from Eq. (3) is still a
DHLE, and

DI—ILWAw(dl 1d2 "”’dn> = {<Siw,9,,(d,) ’M).ﬂ:“‘ﬂ,,(ﬂ? Widi)> ‘pz
=192’...9t[<i=192’...’n)% (5)

Where forpl :1’2""7t1, p2 2132""7t2""
..’t s

n

7pn:l’27

i

My, (®wd) = {[1- ) (R RCAPRE
P=TTa=mran], [T @,
IT (e ()" |

o= 1’2,...,[7):(1‘ = 1,2,---,n)}

Proof According to Definitions 9 and 10, the theo-
rem can be easily proven by mathematical induction.

3 A Method to Group Decision Making with
Double Hesitant Linguistic Preference Rela-
tions

Definition 11 Let S={s, |a= —7,~, -1,0,1-,
7} be a linguistic term set and X, = {x,,x,,-*,x,} be a
fixed set. Then a double hesitant linguistic preference re-
lation (DHLPR) on X, is represented by a matrix R =
(dl;,')nxn CX, x X, with dij = | <S01,(dv) »M,)U(d,y)> ‘ Pi= 1,
2, ,t,i} being a DHLE, where for all i,j =1,2,---,n,
d;(i<j) satisfies the following requirements :

Se(n)(a)) @S,ru,,fmwﬂ) =5, Mrr(l>(dii) :M,,(,“,,m(dﬁ)
d;i: % <S03<1,0)> % ’ t[f:tﬁ

where s, ,, is the /-th smallest linguistic term of s, ., ,

Socays s Soay s and M, (d;) is the set of possible
membership and non-membership degrees to s, ,,. We
call d; = { (s, 4, M, (d;)) | p, =12, 1, the doub-
le hesitant linguistic preference of x, over x;, in which the
linguistic terms 84,4y Py = 1,2,--,1, manifest all possi-
ble linguistic preferences of x; over x;. Assume that
M, (d) = {([h (dy), " (dy)], [ g (d,),
gt (d)) 1) [0<h)™(d,) <h}"(d,) <1,0<g)" (d,)
<g'' (d;)<1,0<h]" (d;) +g'" (d;) <1,r;=1,2,
1“1, then for rgo = 1,2, lld,: , the intervals

> Tpy
(W™ (dy) 1 (d,) ] and [0 (d,),gl" (d,)] indi-
cate the possible membership and non-membership de-
grees to the linguistic term s, ,, , respectively.

Below we consider the group decision making prob-
lem. Let G={G,,G,,--,G,} be a set of alternatives,
and 0=10,,0,,--,0, | be a set of decision organiza-
tions. Suppose that each decision organization is com-
posed of several experts and each expert provides his/her
preferences for each pair of alternatives. To convey the
preferences accurately, each expert independently offers
his/her preferences by using a linguistic term in the lin-
guistic term set S = {s, |a= —7,+, =1,0,1,-,7},
the membership and non-membership degrees to the lin-
guistic term. So the preference information given by each
decision organization O, (k=1,2,---,m) can construct a
DHLPR D, = (d;),,, with d; = {{s, ., M, (d;))
|pi=1,2,-, 1| being a DHLE, where S,niay D
Se(t-1+1)(d) = S0 ’M(r(l) (d:) = Ma-(t/‘,—[+1) (d,k,) , dﬁ- = | <So ’
(1,0)) 1}, £y =t for all i,j=1,2,---,n. Here S, 18
the /-th smallest linguistic term of s, )5Sy ) 5559 at) 5
and M, (dfj) is the set of possible membership and non-
membership degrees to s, ) -

To solve the above group decision making problem
with DHLPRs, the following steps are given.

Step 1  For the decision organization O,(k=1,2,---,
m) and the alternative G,(i=1,2,---,n), we aggregate

all df}(j =1,2,--,n,j#1i) to obtain the average double
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hesitant linguistic preference of the alternative G, over the
others by using the DHLA operator ;

Lo s (6)

n—1li=1j=i

d =

Step 2 Aggregate all d; ,k=1,2,---,m by the DHL-

WA operator to obtain the collective double hesitant lin-
guistic preference of the alternative G, over the others:

dizj\éélvkdf i=l,2,"',n (7)

where v = {v,,v,,--,v | "

s Vm

is the importance weight vec-
10,,0,,+,0,| with

m

tor of decision organizations O =

m

v, =0 and z v, =

Step3 Compare d,, i=1,2,--,
and obtain the priority of alternatives G,,
ranking d,, i=1,2,---,n

In Step 2, if the importance weights of decision organi-

n by Definition 8§,
i=1,2,---,nby

zations are unknown, the following method is used to de-
termine the importance weight of each decision organiza-
tion.
Assume that for the decision organization O, (k=1,2,
-,m) , the average double hesitant linguistic preference
of the alternative G,(i =1,2,---,n) over the others de-
rived by Eq. (8) is d} = { (s, ,,M,(d})) | pi =1,2,
o0, where M, (di) = [(LHL (di), mL(dD) ],
(8- (d) gl (d)) ] [0O<h(d}) <h]. (d)<1,0<
g (d)<gl (d)<1,0<h, (d)+g (d)<1,r=
1,2,--,0%1.

>7p

Then by Eq. (1), we compute the score F'

Ofdf:
C G h(d) R
F; = 1)241 21 ( 2 o
(d d;
5 ( ');g”( Y ots,0) (8)

where [ (d") i (d") ] = [Zh” (&)1, Zh (d) /

1
g and (g gia)] = [ Tel,
r=1

Id

Y g (d)/z]

r=1

Therefore, we can obtain the

< F1T of the

n

preference score vector, F* = {F F},
decision organization O,, and the preference score
vector, F' = |{F  F, -, F 1|7,
organization O,.

Moreover,

of the decision

we calculate the correlation coefficient z,,
between F* and F';

> (Fi = F)(F - F)

J;wf ~F) Y (F - F)

kl=12,.m (9)

where for k,1=1,2, m, F* = ZFf/n and F' =
i=1

z Fi/n, respectively. Clearly, -1<z,<1, and the
i=1

larger z,,, the closer the numerical distribution of F" is to
that of F';
the numerical distribution of F" is from that of F'. During

in contrast, the smaller z,,, the more different

the decision making process, it is expected that the differ-
ence between the preference information provided by one
decision organization and those provided by the others is
as small as possible. Thus, we may assign the weight to

the decision organization O, (k=1,2,---,m) by the fol-

the larger ZA/zk, + 1, the larger the
=1

weight allocated to the decision organization O, ; other-

lowing rules:

wise, the smaller weight is assigned.

Additionally, it is required to compute the standard de-
viation ¢, of the preference score vector F* of the decision
organization O, ;

1 « K ka2
=\/l’l;(F1_F>

ZFf/n fork=1,2,--
i=1

k=1,2,-,m (10)

where F* = ,m. Clearly, the lar-

ger o, the greater difference among the preference infor-
mation given to alternatives by the decision organization
O, , which indicates the greater the influence of the deci-
sion organization O, on decision making. In this case, a
larger weight should be assigned to the decision organiza-
tion O,. Alternately, a smaller weight could be assigned.

According to the above analysis, the importance weight
v, of the decision organization O, can be computed by the
following formula .

c,m (11)

where a, = o, z iy +1 fork =

4 Case Studies

We below use the example of the Jiudianxia Reservoir
7! to illustrate the appli-
cation and implementation process of the proposed meth-

operation alternative selection

od, and then make a comparative analysis to show its ad-
vantages.

4.1 Decision background

The Jiudianxia Reservoir is designed for many purpo-

ses, such as power generation, irrigation, total water

supply for industry, agriculture, residents and the envi-
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ronment. Now four reservoir operation alternatives G, ,
G,, G, and G, are proposed because there are different re-
quirements for the partition of the amount of water.

G,: The maximum plant output, sufficient supply of
water used in the Tao River basin, larger and lower sup-
ply for society and economy.

G,: The maximum plant output, sufficient supply of
water used in the Tao River basin, larger and lower sup-
ply for society and economy, lower supply for the ecosys-
tem.

G,: The maximum plant output, sufficient supply of
water used in the Tao River basin, larger and lower sup-
ply for society and economy, total supply for the ecosys-
tem and environment, of which 90% is used for flushing
out sands during a low water period.

G,: The maximum plant output, sufficient supply of
water used in the Tao River basin, larger and lower sup-
ply for society and economy, total supply for the ecosys-
tem and environment, of which 50% is used for flushing
out sands during a low water period.

In order to select the optimal alternative, the govern-
ment invites three organizations O,, O,, O, from differ-
Suppose that
each expert in each organization independently gives his/

ent fields to assess the four alternatives.

her preferences for each pair of alternatives in the form of
a linguistic term in the linguistic term set S = {s_,: ex-
tremely poor, s _,: very poor, s_,: poor, s,: fair,s, :
good, s,: very good, s,: extremely good| and the mem-
bership and non-membership degrees to the linguistic
term. For instance, when three experts in the organiza-
tion O, compare the alternative G, with the alternative
G,, they give the following preferences: (s,, ([ 0.8,
0.9],[0,0.1])), {(s,,(0.2,0.6)) and {s,, (0.7,
0.3) ). Since the experts in the organization O, are inde-
pendent, we may think of the preferences given by the or-
ganization O, as the DHLE {(s,, ([0.8,0.9],[0,
0.1]1)),(s,,(0.7,0.3)),(s,,(0.2,0.6))|. The
preferences provided by the three organizations for the
four alternatives are presented in matrices R, to R, , all of
which are DHLPRs. For convenience, we denote the ma-
tix R, (k=1,2,3) by R, = (dfj)4x4. Due to limited
space, we merely list the DHLEs in the upper triangular
part of each matrix and the rest can be correspondingly
obtained according to Definition 11.

R :d,=1{(s,([0.8,0.9],[0.05,0.1])),s,,
(0.2,0. 5))}, dy = {(s,, (0.7,0.2)), (s,
([0.7,0.87,[0.1,0.2]),(0.9,0.1))}, d,, =
{{s_,,(0.5,0.5)),(s,,(0.7,0.2),(0.6,0))}, d,
=1{{s,,([0.6,0.8],[0.1,0.27),(1,0))}, d, =
{{s,,(0.9,0.1)), {(s,,(0.7,0.2))}, dy, =
{(s_,,(0.6,0.2),([0.8,0.97,[0,0.1])),(s_,,
(0.7,0.1))1}.

R,: d?zz %<S—3’([O'190'3]1[0'670'7]>>9

<s,2,(0.8,0.1)>%,df3= { (s, ([0.7,0.8],[0.1,
0.2])>,<s2,(0.6,0.2)>,<s3,(0.9,0.1)>}, f4=
{<s_2,(1,0)>,<s_,,(0.9,0.1),(0.6,0.3)>},di3
{<s0,(0.9,0.1)>,<s2,([0.6,0.7],[0.1,0.2])>f,
d;:%<s0,(0.8,0.1)>,<s,,(0.6,0.2)>,<s2,([0.1,
0.5],[0.3,0.4]))1, d§4={<sl,([0.7,0.9],[0,
0.1])),{s,,(0.9,0.1))}.

R,: d},=1{(s,([0.8,0.97,[0,0.1])),(s,,(0.7,
0.3)),(s,,(0.2,0.6)) 1, d;, = {{s,,([0.7,0.8],
[0.1,0.2]),(0.9,0. 1))}, &), = {(s,,(0.9,0.1)),
(5,,([0.1,0.3],[0.5,0.7]))}, d5y = { {s,,([0.7,
1],[0,07),(0.8,0.1),(0.7,0.3)) 1}, &3, = {(s,,
([0.7,0.97,[0,0.17)),(s,,([0.3,0.6],[0.1,
0.2]),(0.7,0. 1))}, dyy =1{{s_,,([0.6,0.8],[0.1,
0.21)),{s5,,(0.9,0.1)),{s,,(0.2,0.4))}.

4.2 Decision model

In the following, we apply the proposed method to
solve the above group decision making problem with
DHLPRs. The solution process and computation results
are summarized as follows:

Step 1 For the organizations O, (k=1,2,3) and the
alternative G,(i=1,2,3,4), we aggregate all dfj(j =1,
2,3,4, j#i) to obtain the average double hesitant lin-
guistic preference of the alternative G, over the others by
using the DHLA operator ;

i=1,2,3,4; k=1,2,3

For example, for the organization O, and the alterna-
tive, we obtain

1
d; = ?<d;1 @d;z@d;4) = {<s—1.6667’ ([0.636 6,

0.748],[0.126,0.27), ([0. 711 6,0. 841 3], [0,
0.1587]),([0.748,0.87,[0.126,0.158 7]),([0.8,
0.7116],[0.158 7,0.27), ([0.669 8,0.771 1],
[0.1,0.158 7]),([0.711 6,0.818 3],[0,0.158 7]),
([0.7711,0.818 3]1,[0.1,0.126]),(1,0)),{s_,,
([0.669 8,0.73797,[0.126,0.158 71),(1,0) ) |

Similarly, other overall results can be obtained. Due to

limited space, we here do not list them one by one.
Step 2 According to Eq. (8), we compute the score

Fiofd(i=1,2,3,4), shown as follows:

0,: F,=0.8967, F,=0.0032, F, = -1.206 3, F,
=0.136 3.

0,: FF=-0.6008, F,=1.044 8, F: = —0.428 7,
F, = -0.263 2.

0,: F =0.5939, F,=0.146 3, F, = -0.012 4, F,
= -0.703 2.
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Then, we obtain the preference score vector F* of the or-
ganization O (k=1,2,3) as

F'=1{0.8967,0.003 2, -1.206 3,0.136 3"
F’={-0.6008,1.0448,-0.4287,-0.2632}"
F’=10.5939,0.146 3, -0.012 4, -0.703 2} "
Moreover, by Egs. (9) and (10), we obtain the follow-
ing correlation coefficient matrix Z = (z,),,; and the
standard deviation of the preference score vector F* of the

organization O, (k=1,2,3), respectively :

1 -0.0331 0.3227
Z=|-0.0331 1 -0.009 9
0.3227 -0.009 9 1

0,=0.7534, 0, =0.650 1, o, =0. 466

By Eq. (11), we obtain the importance weight v, of the
organization O, (k=1,2,3) as

v, =0.408 9, v, =0.337 4, v, =0.253 7

Step 3  For the alternatives G,(i=1,2,3,4), we ag-
gregate all d;(k=1,2,3) by the DHLWA operator to ob-
tain the collective double hesitant linguistic preference of
the alternative G, over the others:;

4 k

d,.:@]vkd[ i=1,2,3,4
Due to limited space, here we merely show how to obtain
one element in d,. Since (s, -, ([0.689 3,0.753 4],
[0.171,0.215 4])) e d: , (s,,(0.8,0.144 2),(0.874,

0.126]),([0.874,0.97,[0,0.1])) ed,, then by
Eq. (14), we obtain (s, .,,([0.766 3,0.8062],[0,
0.16427),([0.787,0.8173],[0,0.1548]),([0.8,
0.8342],(0,0.14517),([0.817 8,0.843 6],[0,
0.1369])) ed,.

Step 4 Compute the score F, of d,(i=1,2,3,4) by
Eq. (1) as follows:

F,=0.400 6, F,
F,=-0.669 1, F,

0.501 8
-0.2579

by which we obtain the rankings d, >d, >d, >d,. Thus,
the priority of alternatives is G, > G, > G, > G,, and the
alternative G, is the best among the four alternatives.

4.3 Comparative analysis

In this subsection, we conduct a specific comparison of
our method with the method based on interval-valued in-
tuitionistic trapezoidal fuzzy numbers (IITENs). To hold
the same known information in the comparison process,
we here assign the same importance weights to organiza-
tions as those obtained in Subsection 4.2, that is, the im-
portance weight vector of organizations is v = {0.408 9,
0.337 4,0.253 7}". The detailed comparison process is
shown as follows.

Step 1 Transform the DHLEs in matrices R, to R, in-
to the corresponding IITFNs. Here we take the DHLE d,,
=1{(s,,(0.7,0.2)),(s,,([0.7,0.8],[0.1,0.2]),
(0.9,0.1))} for an example. First, according to Ref.
[18], we represent the linguistic term s, in the linguistic
term set S = {s, |a= —7,--, =1,0,1,-++,7| by a trap-
ezoidal fuzzy number d, using the following formula:

d =[d & ,d,d]= [maX{M’O}’

47 +1
2(a+7) 2(a+7) +1 . 2(a+7) +2
1
dr+l 47+l ’mm{ 47 +1 }]

So the trapezoidal fuzzy number corresponding to s, is
[0.692 3,0.769 2,0.846 2,0.923 1], and the one cor-
responding to s, is [0. 846 2,0.923 1,1,1]. Then the
DHLE d,, is translated into {([0.692 3,0.769 2,0.846 2,
0.9231],(0.7,0.2)),([0.846 2,0.923 1,1,1],
([0.7,0.8],[0.1,0.2]),(0.9,0.1))}. Further-
more, we average the interval-valued intuitionistic fuzzy
numbers in ([0.846 2,0.923 1,1,1],([0.7,0.87,
[0.1,0.2]),(0.9,0.1)) by the interval-valued intu-
itionistic fuzzy arithmetic averaging operator' " :
2(10.7 0.87.00.1,0.21) &2(0.9.0.1) =
([0.8268,0.858 6],[0.1,0.1414])

Then d,, can be approximately written as { ([ 0. 692 3,
0.769 2,0.846 2,0.923 11,(0.7,0.2)),([0.846 2,
0.9231,1,1], ([0.8268,0.8586],[0.1,0.1414]))|. Fi-
nally, we average the IITFN ([ 0. 692 3,0. 769 2,
0.8462,0. 923 1], (0. 7,0.2)) and the IITFN
([0.8462,0.923 1,1,1],([0.826 8,0.858 6],[0.1,
0.141 47)) by using the interval-valued intuitionistic

trapezoidal fuzzy arithmetic averaging operatorizo] .

%<[0.692 3,0.769 2,0.846 2,0.923 1],(0.7,0.2) ) +

%([0.846 2,0.923 1,1,1],([0.8268,0.858 6],

[0.1,0. 141 47)) = ([0.769 3,0.846 2,0.923 1,
0.961 6],([0.772 1,0.794 07,[0. 141 4,0.168 2]))

Therefore, we transform the DHLE d:3 = {(s,, (0.7,
0.2)),{(s,,([0.7,0.8],[0.1,0.2]),(0.9,0.1))} into
the IITEN ([ 0. 769 3,0. 846 2,0. 923 1,0. 961 6],
([0.7721,0.7941,[0.141 4,0.168 2]) ). In a similar
way, we transform the rest of DHLEs in matrices R, to
R, into the corresponding IITFNs. Due to limited space,
we here omit their transformed results.

Step 2 For convenience, we denote I* = (If.})“4 (k=
1,2,3), and for the organizations O, (k =1,2,3),
aggregate I;,(j =1,2,3,4,j#i) to obtain the averaged I,
of the alternatives G,(i=1,2,3,4) over the others by the
interval-valued intuitionistic trapezoidal fuzzy arithmetic
averaging operator " ;
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4

L=y 4

Jj=1,j#i

i=1234:k=1,23

The overall aggregation results are listed as follows:

O,: I, = {([0.564 1,0.64 1,0.718,0.782 1],
([0.664,0.7106],[0,0]))}, I, = {([0. 384 6,
0.461 5,0.538 5,0.6154],(1,0))}, I, = {([0.192 3,
0.256 4,0.3333,0.410 31,(1,0))}, I, = {{[0.410 3,
0.4872,0.564 1,0.6417,([0.724 1,0.739 6],[0,
0]))f.

0,: I'=1{([0.2949,0.359,0.4359,0.504 37, (1,
0))}, LL=1{{[0.6154,0.693 2,0.769 3,0.833 3],
([0.672,0.719 1],[0.164 5,0.195 6]))}, I, =
{{[0.3162,0.384 6,0.461 6,0.538 5], ([0.800 6,
0.84871,[0,0.130 9]))}, IL = {([0.333 3,0.410 2,
0.4872,0.564 171,(1,0))}.

O,: I'=1{([0.512 8,0.589 7,0.666 7,0.743 6],
([0.7337,0.779],[0,0.214 1))}, I, = {{[0.410 3,
0.4872,0.564 1 ,0.641],([0.6719,17,[0,0]))},
I =1{([0.384 6,0.461 5,0.538 5,0.606 8], ([0.756 6,
11,[0,01))}, I = {{[0.239 3,0.307 7,0.384 6,
0.4615],([0.6719,0.768 5],[0,0.184 6])) }.

Step 3  For the alternatives G, (i =1,2,3,4), by
using the interval-valued intuitionistic trapezoidal fuzzy
weighted arithmetic averaging operator ' and the weight
vector v = {0.408 9,0.337 4,0.253 71", we aggregate
all I' (k=1,2,3) to obtain a collective I, of the alterna-
tive G, over the others:

3
I, = UTFWAA(L I L) = Y v, i=1234
k=1

The followings are the computation results :

1, =1([0.460 3,0.532 8,0.609 8,0.678 6],(1,0) ) }
I, =1{([0.469,0.5459,0.6229,0.6954],(1,0) ) |
I,=1([0.2829,0.351 7,0.428 6,0.503 4],(1,0)) |
I, =1([0.3409,0.415 7,0.492 6,0.569 57,(1,0) ) }

Step 4 By ranking these IITFNs according to the
method in Ref. [20], we obtain the rankings of these al-
ternatives: G, >G, >G,>G,.

It can be clearly seen that the rankings of the alterna-
tives obtained by the two methods are the same, which
demonstrates that our method is reasonable and effective.
Furthermore, from the solution processes of the two
methods, we can see that our method has some advanta-
ges, as shown below;

1) Our method can reduce the loss of information since
it does not need a transformation of DHLEs into IITFNs
and does not need to use the average interval-valued intu-
itionistic trapezoidal fuzzy information obtained by incor-
porating the preferences of the decision makers in one de-
cision organization to represent the group’s preference;
but uses the DHLEs to represent the group’s preferences

directly, which is more intuitive and reasonable.

2) Our method provides a technique to objectively de-
termine the weights of decision organizations, which is
more rational.

5 Conclusion

A method is proposed to solve the group decision mak-
ing problems in which the weights of decision organiza-
tions are unknown and the preferences for the alternatives
are provided by double hesitant linguistic preference rela-
tions. In this method, the weights of decision organiza-
tions are determined objectively by using the standard de-
viation of scores of preferences provided by the individual
decision organization and the correlation coefficient be-
tween the scores of preferences and those provided by the
other decision organizations; then the preferences of deci-
sion organizations are aggregated by the double hesitant
linguistic weighted averaging operator. Compared with
the existing methods, the proposed method is much simp-
ler, has less information loss and can deal with the group
decision making problems with double hesitant linguistic
preference relations in a more objective way.
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