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Abstract: To solve the problem of mismatching features in an
experimental database, which is a key technique in the field of
cross-corpus speech emotion recognition, an auditory attention
model based on Chirplet is proposed for feature extraction.
First, in order to extract the spectra features, the auditory
attention model is employed for variational emotion features
detection. Then, the selective attention mechanism model is
proposed to extract the salient gist features which show their
relation to the expected performance in cross-corpus testing.
Furthermore, the Chirplet time-frequency atoms are introduced
to the model. By forming a complete atom database, the
Chirplet can improve the spectrum feature extraction including
the amount of information. Samples from multiple databases
have the characteristics of multiple components. Hereby, the
Chirplet expands the scale of the feature vector in the time-
frequency domain. Experimental results show that, compared
to the
extraction approach with the prototypical classifier has
significant improvement in cross-corpus speech recognition. In

traditional feature model, the proposed feature

addition, the proposed method has better robustness to the
inconsistent sources of the training set and the testing set.
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peech emotion recognition ( SER) can provide the

most natural and fundamental interface for human-
computer interaction (HCI). With the exponential growth
in available computer power and the significant progress
in speech technologies, the demand for expanding the
generalization of emotion databases is growing in SER.
The emotional feature extraction is crucial in each SER
system and is focused on in this paper. The extracted fea-
tures which have good robustness in various corpora,
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should carry sufficient information to represent the emo-
tional states of the speakers.

Recently, several approaches have been presented for
the task of SER on cross-corpus, such as hidden factor
analysis'"!, dimension mapping of arousal and valence'”,
sparse autoencoder-based feature transfer learning'”' and
multiple kernel learning scheme for the speaker-independ-
ent case'”’. The above mentioned techniques are proposed
almost based on traditional linguistic features. These fea-
tures are abstracted by low-level descriptors (LLD) such as
Mel Frequency cepstral coefficients (MFCCs), FO, ZCR,
etc. Yet, the recognition performance of SER systems based
on these features is often unstable and unsatisfactory.

Different researchers may record different emotion da-
tabases according to their own research. The cross-corpus
defined in this paper are mainly from the following sever-
al aspects: recording equipment, record environments,
personnel, record contents and languages, etc. There-
fore, when SER is performed, generally a particular
speech emotion database is chosen for training and recog-
nition, and the rest of the database is excluded. Howev-
er, human perception of the ear to different emotions is
not affected by external conditions. Taking various lan-
guages for example, although we may not be able to un-
derstand the specific meanings of each statement, the
emotions can be judged by perception not depending on
semantics. Therefore, in our research, the process of
cross-databases recognition is as follows:
trained on a single database (or a database based hybrid
corpus), and a feature vector is obtained from the training
set, and then testing is performed on another database.
This setting in the ideal situation is expected to achieve or
approach the effect of an individual corpus.

Features based on the auditory spectrum describe the
slow temporal evolution of speech. Moreover, these fea-
tures emulate the perception ability of the human auditory
system. Earlier studies reported that the visual saliency
components from the spectrogram contain important lin-
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guistic information'™'.

A model is

This specific observation forms
the basis for the proposed feature abstractor to detect the
emotional conditions of the speakers.

1 Spectrogram-Based Auditory Attention Method

A novel spectrogram feature-based auditory attention
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scheme is presented. Then, an efficient selective attention
cue via feature extraction from cross-corpora is adopted.
The model is biologically inspired and mimics the pro-
cessing stages in the human auditory system. First, the
spectrogram of the input speech is computed based on the
early stages of the human auditory system, which consists
of cochlear filtering and inner hair cells. Then, the center
surround differences of auditory salient stages are compu-
ted, which mimics the process from the basilar membrane
to the cochlear nucleus in the auditory system.

Fig. 1 shows a block diagram of the proposed SER sys-
tem using auditory attention spectrogram features. The
block diagram computes the proposed spectrogram fea-
tures which are available to determine the emotional status
of a speaker’s speech from diverse databases. Our moti-
vation for the proposed method is as follows: In a speech
spectrogram, we can usually find traits of gray scaled im-
ages and local discontinuities around phoneme bounda-
ries, particularly around vowels since they exhibit high
energy and a clear format structure.
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Cross-corpus speech
emotion signals
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Fig.1 Diagram of the proposed auditory attention-based SER
system

In the auditory attention model, the spectrogram is
analogous to an image of a scene in vision and contrast
features are extracted from the spectrum in multi-scales
using spectro-temporal Chirplet filters. In the feature ex-
traction pre-processing part, first, the training set and tes-
ting set of spectrogram samples are calculated. Then, the
model based on auditory attention mechanism preprocess-
es the spectrogram through multi-scale time-frequency at-
om filters. Next, the spectrogram signals are filtered and
decomposed. After that, the frequency spectrum informa-

tion of filters are calculated. Therein, the local orienta-
tion (direction), temporal information (time contrast fea-
ture), intensity and frequency contrast feature are united
as the emotion feature vector. Through cascading these
features, the pre-processing local acoustic salient vector is
obtained eventually. These pre-processing features can be
used to detect the formants of voices and capture them.

Next, low level auditory gist features are obtained and
a locality preserving projection (LPP)"”" approach is used
to discover the relevant oriented channels, which can
learn the mappings between the auditory salient gist fea-
tures and emotional categories from different databases.
In order to make the SER system insensitive to various
databases, cross-corpus training is also required in the
training phase as shown in Fig. 1.

The spectrograms of speech signals are time-frequency
representations, which contain abundant information from
the speakers. Through the changes of tone, intonation
and speed, speakers can change the form of the voices,
so as to express different emotions. Fig.2 shows the con-
trast of spectrograms with different speeds, tones and in-
tonations. The figure reveals that the certain differences
exist in the spectrograms with various speech expressions.
For example, when speakers are angry or happy, the
moods are strong, while the deep color parts in spectro-
grams take up larger areas. When speakers are surprised,
the voice tones change more frequently and then the trans-
verse stripe waves in corresponding spectrograms in-
crease. When speakers feel sad, the speeds are generally
slow, and then the energy spacing in each part of corre-
sponding spectrograms may increase. Therefore, these
emotional changes can cause the change in speech expres-
sion, which may consequentially result in the changes in
spectrograms.
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Fig.2 Contrast of spectrograms with different speech expres-
sions. (a) Strong tone; (b) Polite tone; (c) More intonation; (d)
Less intonation; (e) Fast tempo; (f) Slow tempo
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The establishment of the spectrogram emotion feature
database can be realized through the stretch, modulation
and translation of window function g(#) (g(f) e L*(R)).
This function should satisfy the following conditions:

D | g | =1 and it is continuously differentiable;

2) The window function g(¢) is a real function which
satisfies g(1) e O((1/F +1));

3) fg(t)dt #0 and g(0) # 0.

These characteristics make the window functions have
good local features in the time domain', which can be
described as the Gauss function: g(t) = 2" e"™  The
Chirplet database meeting the above conditions is the col-
stretch
and modulation are carried out. The collection can be re-

presented as

lection of functions, on which the displacement,

8.0 = g 1)e" (1)

Then, the feature decomposition graph is realized by
the multi-scale Chirplet filter, which is a function modu-
lating the three-parameter Gabor for adding the frequency
modulation parameters'”’
ergy concentration in the time domain and ¢ is the phase
shift of the wave. Benefiting from the multi-scale charac-
ters of Chirplet, this method is superior to the traditional
sparse signal decomposition method wherein only a single
scale is adopted. The form of the modified method is as
follows:

. Here, u is the center of the en-

2.(1) ‘fg( A Texplicer) +0.5a01 @)

where A =t —u and ¢ = (s, u, &, ¢) are the frequency pa-
rameters consisting of u, &, the spread of pulse s and the
frequency modulation slope c. Thus, compared with Ga-
bor, the multi-scale Chirplets obtain the advantage for
matching the frequency characteristic of signals by fre-
quency parameters. Next, the decomposed feature graphs
are extracted through two-dimensional direction Chirplet
filters.
channels are obtained through the convolution of the filter
and image with corresponding scale. The directional fea-
ture graphs with different scales and angles can be calcu-

Then, the decomposition graphs on the directional

lated as

P(o) = |P(a)*Gy(0) | +|P(0) *G_,(0) |
(3)

In our research, the Chirplet parameters are set to be 4
scales and 6 directions. Then, the Gabor-Gauss generated
process is carried out for the convolution operation with
the gray images of the spectrogram. Accordingly, 24
Chirplet spectrograms are acquired and shown in Fig. 3.

In the next stage, four categories of multi-scale features
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Fig.3 Chirplet spectrograms with 4 scales and 6 directions
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are extracted from the Chirplet spectrograms. This
process simulates the corresponding stages of the central
auditory system'"'"'. The types of features include: in-
tensity (I), frequency (F), temporal (T), and orienta-
tion (O) with 6 = {0°,30°,45°,90°,120°, 135°}. These
features are extracted by using Chirplet filters mimicking
the analysis stages in the primary auditory cortex. The
multi-scale emotional features reveal linguistic traits from
cross-corpus. For example, F filter corresponds to the re-
ceptive fields in the primary auditory cortex with an excit-
atory phase and simultaneous symmetric inhibitory side
bands.
ting and capturing certain changes in signal characteris-
tics. For example,
along the spectral axis, whereas O is capable of capturing
and detecting moving ripples (i. e. raising and falling
curves) in the salient gray scaled images. It is important
that the distinction features are computed in the model,
which is crucial for changed points detection and cross-
corpus generalization. Next, the
are acquired from the feature maps with I, F, T and O.
After extracting a salient gist vector from each feature
map, we can obtain the cumulative gist vectors by aug-
menting them. Finally, LPP is used to remove redundan-
cy and to reduce the dimension before the recognition of
the corpora.

Each of these Chirplet filters is capable of detec-

F can detect and capture changes

“auditory gist” vectors

2 Experiment
2.1 Experimental setup

The demonstration shown in Fig. 4 reveals that spectro-
gram features are suitable for emotion recognition. The
normalization scatter plot compares the classification per-
formances of visual-based intensity and pitch for sadness
vs. disgust emotions. It is observed that the intensity fea-
ture which is visual-based can classify sadness and disgust
emotions accurately. However, the pitch, which is an es-
tablished and distinguishable feature for emotions on a sin-
gle corpus, has a huge overlap between the two emotions.

Since the speech signal is non-stationary in nature, the
socalled prosodic features such as pitch and energy are the
local (frame-level) features which only describe a single
or a few aspects of speech traits''*'. Spectrograms are



Auditory attention model based on Chirplet for cross-corpus speech emotion recognition 405

0.10r

»Sadness

0. 05} + Disgust

-0.05F

Pitch

-0.10f
-0. 15

-0.201

-0.25F a

1 1 1 1 1 1 1 ]
-0.10 -0.05 0 0.05 0.10 0.15 0.20 0.25

Visual-based intensity

Fig.4 Normalization scatter plot of visual-based intensity vs.
pitch

union representation of time-frequency in speech signals.
The analysis and the integration of spectrograms realize a
global method for speech signal processing. Hence, glob-
al (utterance level) features, as the visual-based intensity
of spectrograms, are calculated as statistics of all local
U3 In addition, the
auditory attention method is a type of perception mecha-
nism based on salient cues. To this end, it is adopted in
our research to improve the effectiveness of emotional

features extracted from an utterance

features by removing invalid spectral components.

Three speech emotion datasets, including the Berlin da-
tabase (EMO-DB) ", the eNTERFACE database'”’ and
a Chinese emotional speech database (CNDB), are em-
ployed in the evaluation experiments. With respect to the
CNDB, the speech utterances are induced using an ima-
ging technique, noise eliciting, video clips watching and
computer games. In order to maintain the quality of
voice, the hearing screening experiments are conducted
on students to eliminate statements with obvious quality
problems. After being filtered, the speech samples are
kept as 4 617 different emotional statements. For compar-
ison with auditory attention spectrogram features, a stand-
ard feature set defined in Interspeech 2010 is em-
Additionally, the openSMILE Toolkit''" is
adopted to extract the features. The Toolkit consists of
1 582 components which include 34 low-level descriptors
and their corresponding first-order delta coefficients.

ployed"".

For cross-corpus SER, training and testing samples are
required to contain accordant emotion categories. In the
three databases, five kinds of emotions, i.e. anger, dis-
gust, fear, joy, and sadness, are chosen as experimental
emotional categories while the rest are eliminated. The
three emotional databases follow a cross-corpus leave-
one-corpus out (LOCO) strategy, i. e., one corpus is
used as test set while the remaining two are used for ( su-
pervised or unsupervised) training. This strategy has
shown superior classification performance in comparison
with decision fusion for cross-corpus LOCO evaluation

with SVM'®!
2.2 Results and analysis

Tab. 1 gives the recognition results on different data-
bases with two feature extraction methods. Three cases
are considered. In Case 1, the eNTERFACE and CNDB
are used for training, whereas EMO-DB is introduced for
testing. By contrast, in Case 2, the eNTERFACE dataset
is used for training solely, whereas the Berlin dataset is
introduced for testing. In Case 3, SER experiments are
independently conducted on each single corpus for train-
ing and testing. Although certain corpora alone are insuf-
ficient to cover all cross-corpus situations, the method of
experiment used in this paper can reflect the robustness of
new extracted feature vectors from different sample
sources, which represents the promotional performance of
SER.

It can be seen from Tab. 1 that the proposed feature ex-
traction method achieves much better performance than
the traditional approach in both cross-corpus cases. The
average recognition rates are 59.2% and 51.9% . Mean-
while, it can also be found that compared with the single
training approach, the Case 1 experimental group with
spectrogram features can improve the recognition rates
significantly.

Tab. 1
with two feature extraction methods %

Overall recognition rates of different database types

Feature extraction ~ Cross-corpus Single corpus ( Case 3)

method Case 1 Case2 EMO-DB eNTER-FACE CNDB
Spectrogram 59.2 51.9 87.6 78.3 72.1
Traditional 49.6 43.8 88.4 73.5 70.5

From Tab. 1, it is shown that the spectrogram approach
outperforms five traditional method experimental groups
in three cases, which may possibly be attributed to the
more sufficient robustness of cross-corpus distinction rec-
ognition than traditional acoustic features.

Fig. 5 shows the confusion matrices with the cross-cor-
pus approach in Case 1. The SER rates of all categories
of emotions are given, including disgust (D), anger
(A), happiness (H), sadness (S) and fear (F). As re-
vealed from the confusion matrix, the disgust and sadness

D 0.09 0.00 0.00
A 0.00 0.00 = 0.13
g
=
S 0.00 0.15
F 0.03 0.00

D A H S F

Emotion

Fig.5 Confusion matrix of cross-corpus SER in Case 1
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emotions achieve the highest recognition rates. Mean-
while, the ambiguity in the classification of happiness vs.
fear is responsible for major part of error in the proposed
feature extraction method. This may be due to the fact
that most of the acoustic features extracted for SER are re-

1[191

lated to arousal' ', but they do not discriminate between

valence related emotions such as happiness and fear.
3 Conclusion

In our work, a novel cross-corpus SER approach is
presented based on the auditory attention cues. The model
can successfully detect salient audio emotional events in a
speech scene. The changed salient events which can be
captured are perceptually different from their neighbors.
Then, an over-complete dictionary of atoms with multi-
scale Chirplets is constructed. Accordingly, the auditory
attention model is more applicable to the decomposition
of non-stationary speech emotion features. The features of
cross-corpus speech samples are abstracted with multi-
components in which frequencies are time-varying. Ex-
perimental results on the selected cross datasets demon-
strate that the proposed auditory attention method signifi-
cantly outperforms the traditional standard method.
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