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Abstract: The downlink energy-efficient transmission schedule
with non-ideal circuit power over wireless networks involving
a single transmitter and multiple receivers was investigated.
According to the special structure of the problem, a novel
algorithm called OOSCPMR ( the optimal oftline scheduling
with non-ideal circuit power for multi-receivers) is proposed,
and the optimal offline solutions to optimize the energy-
efficient transmission policy are found. The packets to be
transmitted can be divided into two types where one type of
packet is determined to be transmitted using the energy-
efficient transmission time, and the other type of packet is
determined by the ID moveright algorithm. Finally, an
energy-efficient online schedule is developed based on the
proposed OOSCPMR algorithm. Simulation results show that
the optimal offline transmission schedule provides the lower
bound performance for the online transmission schedule. The
proposed optimal offline and online policy is more energy
efficient than the existing schemes that assume ideal circuit
power.
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ue to the rising of wireless devices and applications,
Dthe energy consumption of the wireless network is
increasing rapidly. According to the survey data', the
energy consumption of the communication industry ac-
counts for 2% of the global energy consumption. To re-
duce the energy consumption and increase the energy-effi-
ciency of computing, signal processing and other commu-
nication devices, green communication has aroused much
interest recently, and many energy-saving technologies
were proposed in different protocol layers'. Ref. [3]
proposed a “lazy scheduling” rule to minimize the trans-
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mission energy consumption for single user case under a
single strict deadline constraint. Refs. [4 — 5] extended
the “lazy” schedules to the case where each packet has its
own individual deadline. Ref.[6] considered the problem
of maximizing the energy efficiency over the fading chan-
nel and exploited the stochastic characteristics of the wire-
less channels to obtain the opportunistic transmission
schedulers. Ref.[7] considered the downlink problem in
a wireless network involving a single transmitter and mul-
tiple receivers and devised an iterative algorithm, called
“moveright” to obtain the optimal offline transmission
schedule. The main idea was to iteratively move the start-
ing time of the packet to the right, which is locally opti-
mal, and it eventually leads to the global optimal solu-
tion.

However, the above-mentioned works merely prolong
the transmission time to reduce the consumed transmit
power under an ideal circuit-power model. In practice,
there exists non-negligible circuit power consumption
such as the AC/DC converters, mixers, and filters. They
consume a significant amount of energy when the trans-
mission power is strictly positive. On the other hand, if
there is no data transmission, the transmitter can switch
off the circuit consumption to reduce the total energy con-
sumption™ . Prolonging the transmission time can reduce
the transmit power and increase the circuit power, so we
need to tradeoff the circuit power and transmission power
for energy minimization. There are few works on the
effect of the non-ideal circuit power on the energy mini-
mization problem. Ref. [9] obtained the energy-efficient
scheduling of one transmitter and one receiver with the in-
dividual packet delay constraints considering non-ideal
circuit power, which corresponds to two types of schedu-
ling intervals, called “selected-off” and ‘“always-on” in-
tervals, and defined the EE transmission time that could
maximize the energy efficiency without regard to the
deadline constraint. Furthermore, Ref. [10] developed a
new clipped string-tautening algorithm to obtain the opti-
mal energy-efficient transmission schedules for bursty
packets with individual deadline under the non-ideal cir-
cuit power. However, these algorithms are inapplicable
for addressing the energy minimization problem in a wire-
less network involving multiple receivers.

In this paper, we propose a novel algorithm to solve
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the energy-efficient scheduling problem in an AWGN
channel involving one transmitter and multiple receivers
with non-ideal circuit power, where each packet has its
Assuming that the
complete knowledge of the packets and the channel state
is available a-priori, we study the optimal offline sched-
ule that minimizes the energy consumption. We improve

own individual deadline constraint.

the “moveright” algorithm'”", which is for one transmitter
and multiple receivers under the assumption of ideal cir-
cuit power, considering individual deadline constraints.
We consider the case of non-ideal circuit power and pro-
pose an offline algorithm which minimizes the total ener-
gy consumption consisting of transmission power and cir-
cuit power. Based on the proposed offline schedule, we
develop an online schedule where the transmitter only
knows the causal knowledge of the packets and the chan-
nel state.

1 System Model

1.1 Transmission model

In this paper, we consider a single-cell downlink pack-
et transmission problem with non-ideal circuit power in-
volving a single transmitter and multiple receivers. The
BS receives M packets, each destined for one of the N
UEs, where N >1. The key attributes for packet i e {1,
2,...,M} are (B,,t,T,,u;), where B,, t,, T,, u, denote
the size, arrival time, deadline constraint,
tended receiver of packet i, respectively. Similar to Ref.
[11], we assume that the packets arrive and must depart
<t,ad I'sT,<..<T,
Without loss of generality, we set t, =0, 7,, =T and as-
sume that t,, |, <T,, ie{l,2,...,M -1}, since if #,,, >
T,, then there is a period from [T, ¢,,,] without data to
transmit, and the problem is split into two problems of
intervals of [0, 7,] and [¢,,,, T]. We denote the time in-
terval between the arrival instant of packet i and packet i
+1 as E,, and its length is denoted as e, =¢,,, —¢,, i=1,
2,...,M-1.

We consider that the channel between the BS and UE j
is an AWGN channel, je {1,2, ..., N}. Let us assume
that the transmission power for packet i at time ¢ is p(7),
and the transmission rate of packet i at time ¢ is r(t). The
relationship between p(¢) and r(¢) can be described using
the function f; as

and the in-

in order, i.e., f, <t,<...

p(n) =f,(r(1)) (1)

where f,( - ) is a convex function which is monotonically
increasing. In addition, p(¢) =0 for all te [0,T].

In this paper, we use Shannon’s capacity formula over
an AWGN channel, and thus, the relationship between
r(t) and p(t) for packet i is given by

h,,,p(t)) (2

r(t) =%log2(1 + =

where ¢ is the variance of the channel noise, and h, is
the channel gain between the BS and the intended receiver
of packet i. Thus, according to Eq. (2), we can write
£C+) as

JIScaETs

u;

(3)

Hence, it can be easily verified that f,( - ) is a convex
and increasing function of the transmission rate.

For convenience, we refer the transmitter status with
the transmission power p(¢) >0 and that with p(¢) =0 as
“on” and “off” status. Hence, without loss of generali-
ty, we can assume the circuit power during the “on” and
“off” status to be & >0 W and o =0 W because the cir-
cuit power in the “off” status is much smaller than that in

status. Thus, the power consumption model
]

“« ”

the “on
considered in this paper is given by'"”

p(t) +a p(t) >0

Plolal(t):{o p(t) :0

(4)

1.2 Problem formulation

For the general case involving multiple users, i. e. the
downlink problem of cellular networks, the energy re-
quired to transmit packet i is denoted by f;( + ), ie {1,
2, M.
f,( +) may be different for different packets as the re-
ceiver of each packet is not necessarily the same and
therefore, each packet may undergo a different channel.
An example to illustrate this is that the N receivers are not

Note that the transmission energy function

equidistant from the transmitter. Denote the transmission
power at time ¢ of packet i as

f(r. (1)) +a r,(t) >0

0 r(t) =0 (5)

g:i(1) = {

where r,(t) is the transmission rate of packet i at time ¢.

Thus, the problem of finding the optimal energy-effi-

cient transmission schedule to minimize the total energy
consumption can be formulated as

M7
m(l)nzl, ft‘g,-(t)dt (6a)

s. t. fl'ri(t)dt=Bi Vie {1,2,---,M} (6b)
The above optimization is over r,(¢) such that for any ¢,
only one of r,(t) is non-zero. Based on the convexity of
the function f( - ), we have the following lemma.

Lemma 1 In the optimal transmission schedule, each
packet should be transmitted at a constant rate.

The proof of Lemma 1 is similar to Ref. [5] and is
thus omitted.

According to Lemma 1, each packet should be trans-
mitted at a constant rate. Let r = {r

r,, -, 1, collect

19
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the constant transmission rates of all the packets. Due to
the consideration of the non-ideal circuit power, i.e. , «a
>0, it may be more energy efficient for the transmitter to
be off for some periods of time'?’. Denote T; o @S the
amount of time between the end of the transmission period
of the i-th packet and the arrival time of the (i +1)-th
packet. For example, if the (i +1)-th packet arrives when
the i-th packet is still transmitting, 7, . will be equal to

zero. Thus, the off-period 7,  can be calculated as

i,off

+

i = [;“"(;T”g””)] Vi
(7)

where 7, is the transmission time of packet A.

We aim to find the optimal transmission strategy to
minimize the total energy consumption of the M packets.
Therefore,, given Lemma 1, the original problem posed in
(6) can be equivalently reformulated as

- B
min le(ﬁ( i)+ (x) (8a)
i=1 T;
s. t. 2 (T + Thow) = zeh Vi (8b)
h=1 h=1
i-1
T+ Y (1, +Tm) ST, Vi (8c)
h=1

where (8b) denotes the packet causality constraints,
i.e., each packet transmission cannot begin before the
packet arrives, and ( 8c) denotes the deadline con-
straints, i.e. , packet i must be completely delivered be-
fore the deadline 7.

2 Optimal Offline Schedule

To present the optimal offline schedule that solves the
problem in (8), we expand previous results > on the
case of ideal circuit power, i.e. , @ =0 to incorporate in-
dividual deadline constraints. Then, we propose an off-
line schedule for the case of o >0. Finally, we prove the

optimality of our offline schedule.

2.1 Multi-packet case for the downlink problem with
ideal circuit power

We consider the multi-packet case for the downlink
problem with ideal circuit power, i.e. , M=1, a=0. A
similar problem is studied in Ref. [7], where all packets
have the same deadline. Regardless of individual deadline
or the same deadline for the packets, we know that in the
case of ideal circuit power, due to the monotonicity of the
function f;, the most energy-efficient transmission scheme
has no idling period, i.e. , the optimal 7, ,, =0, for i =
1,2,---,M.

For convenience, let

wi<7i>=7m(f—:) (9)

which denotes the transmission energy for packet i that
takes transmission duration 7,. Therefore, (8) is refor-

mulated as
M
minZw‘.(T[) (10a)
i=1
s.t. Y7, <T, Vi (10b)
h=1
ZTh = e, Vi (10c)

It is observed in Ref. [ 7] that the cost function of the
above problem is the sum of the convex energy functions
and each energy function has its own constraint, allowing
us to perform local optimization, which will satisfy the
individual deadline constraint of each packet.

Based on the moveright algorithm in Ref. [ 7] , we pro-
pose the individual deadline (ID) moveright algorithm
that solves problem (10) and it is presented as below.

Algorithm 1 ID moveright algorithm

k=0; flag=0; s\ =¢t,; i=1,2,---,M; s,,., =T,

fori=1to M do
0 0

S.

T? =S8 TS
end for
while flag =0 do
k=k+1, s\ =5, s, =T,
fori=1toM-1do
[riusia ] =best([r 7l i,s0,805 . T, ])
end for
if 7= =7"" then
Set flag =1
end if
end while
In Algorithm 1, s} denotes that the time packet i starts
to be transmitted in the k-th iteration, and 7| denotes the
transmission time of packet i in the k-th iteration. The
key of the algorithm is to choose the transmission duration
i of packet i that minimizes the total energy of packet i
and packet i + 1, while the total transmission duration is

fixed at [ s¥,s'7, ], i.e., the length of transmission time

v
-1 k-1
+

i+l

is 7} In the first iteration, fix s, and s}, and
move s, to the right (see Fig. 1) to obtain s,, which sat-
isfies

5y =

(11)

VE{%I%.I};H; @1 (x=51) +@,(s5-x)
where w,(+) and w, (+) are defined in Eq. (9). Com-
pared with the result of Ref. [7], we add T, into the con-
straint of the minimization of (11), because the starting
time of the second packet cannot be later than the dead-
line of the first packet, otherwise, the schedule will be
idle which cannot be optimal due to the decreasing
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\ A \
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\ 53 \ s A2
Pass 2 © So-» O-o - *
Fig.1 Tllustration of ID moveright algorithm

nature of f,, i=1,2,---,M.

After we have obtained s, from (11), set 7, = s, —s,.
Continue to do this for every packet and this is counted as
one iteration. After k iterations, if i =7, ', then the al-
gorithm converges and we obtain the transmission sched-
ule of the M packets.

For the more general case, best([ 7 ', 7\, ,i,s{,s\.,
T,]) returns s.,, which satisfies

Y, = argmin

i+l argmin
xelsi,min{T,s; )}

s ]a)i(x—sf) +w,,, (s -x)

(12)

To solve Eq. (12), we denote the cost function of Eq.
(12) as

g(x) Lo, (x-5)) +w,, (s, —x) (13)

and note that g (x) is convex in x. The derivative of
g(x) is given as

, B, In4
g0 = (5

-1 )eBMln4/(xffz‘ -0 -1

i+2

B.1n4 . h, =h,
, l( i . _l)eb‘,lm/(x—s‘)fl _ is1 i (14>
x-s, e
Let x* satisfy
g'(x7) =0 (15)

Since g(x) is a convex function, we know that such x”
o min{ T, s} } ], then Algorithm

i+l i27i+2

is unique. If x* e[ s

1 returns s

i+1
the packet transmission will be limited by the

koo k-1
i+l _Si+1 ’

=x" and s/, will be moved right to s',,. If

i+1°
* k-1
X <Si+1 ’

causality constraint and s which means that the
transmission starting point of packet i + 1 remains the
same as that in the previous iteration.

Note that the case x* > min { T,, s\, | only occurs
when T, <s'.,,

(12) is 57, , which means that packet i + 1 has no time

i+2 0

since if s{_, <T,, the optimal solution to

to transmit. Hence, if x* >min{T,,s' ) |, then s|,, =
T., which means that packet i only finishes transmitting
by its deadline 7, and packet i + 1 will start its transmis-
sion at time 7,. Note that in future iterations, since the
starting time of packet i + 1 cannot be moved further
right, there is no need to calculate sfﬂ ,fork>k, ie.,
si,, =T, for all k>k.

Now, denote the optimal start-time sequence and the

L and

optimal transmission duration sequence as | s;

opt }

{ 7"}, respectively. In the following, it is proved that

the algorithm ID moveright results in {7™|. We first ar-
gue that the algorithm ID moveright stops at the sequence
{57} and {77 ]. We then show {7™} = {77 }.

Theorem 1 The following statements hold.

1) ID moveright stops, and returns a sequence {7, |.

2) {="t =17 1.

Proof

1) Due to the causality constraint, during the iterations
of the algorithm, the movement of the transmission start-
ing time of all the packets is either to the right or remains

unchanged. Therefore, s/

i

is monotonically non-decrea-
k-1

sing. Also, it is obviously bounded from s;” to

min(T._,,s*!

i-19%i+1

, Vi=2,3,---,M. Hence, the sequence
s' converges as k—o for all i =1,2,--,M. Since 7" =
>, —s7, the algorithm stops at the sequence {7 |.

2) Since the objective function in problem (10) is
convex and all the constraints are linear, problem (10) is
a standard convex problem and we will show that {7, |
satisfies the Karush-Kuhn-Tucker ( KKT ) conditions.
First, according to the above discussion, it is clear that
{s7 ] is a feasible solution since it satisfies the deadline
constraint ( 10b) and the causality constraint ( 10c).
Then, we only need to check that there are proper La-
grange multipliers specified by the KKT conditions. Let
Aoy Vi, i=1,2,--- M denote the Lagrange multipliers as-
sociated with all the constraints. Hence, the Lagrangian
function of (10) can be expressed as

L(t,A,y) = ﬁwi(T,-) + ﬁ,/\( hz;eh -
2%( hz;lTh _Ti)

The KKT conditions can be obtained by differentiating
L(7,A,y) with respect to 7, as

N

i

5o

=1

(16)

M M
w (1) - z/\h + Z')’h =0

h=i h=i

(17)

By subtracting the (m + 1)-th equation from the m-th for

Vm=1,2,--- M-1, we obtain
)\m_’)/m:w:n(q-m)_w:n+l(7m+l):yl(7m) (18)

Where y(Tm) =wm(7m> +wm+1(cm _Tm) and y/(T) iS
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the first derivative of y(r). Note that 7, is the only vari-
able since 7, + 7,,,

--,M -1 in each iteration. Compared to Eq. (13), we
find that the properties of y'( 7, ) are the same as those of

, is a constant value c,, for Ym=1,2,

g'(x) since x—s, =7, and s
Furthermore, the Lagrange multipliers A, and +y, must
satisfy the following KKT conditions;
z T, ) =0

)\m( zeh -
h=1 h=1
YWl(zTh _TI) =0
h=1

we have the following three con-

m+2 —-X =T+t =c T

(19a)

(19b)

Substituting 7. for 7

m?

ditions.
1) If y'(7. ) =0, we can obtain g'(s.,, ) =0. Ac-
cording to (18), we obtain A, =v,. In this case, we

m

m
have ZTh < T, and T, >
h=1 h=1

m

Z e,. According to

h=1

n

(19), we obtain A, =y, =0.
2) If y'(7.) >0, we can obtain g'(s.,,) >0. In this

m

case, we have Y 7, < T,and Y 7, =  e,. Accord-
h=1 h=1 h=1

ing to (19), we obtain v, =0. Also, we obtain A, >0
according to (18).
3) If y'(7,) <0, we can obtain g'(s.,,) <0. In this

m+1
m m

m
case, we have 2 T, =T, and 2 T, > e,. Accord-
h=1 h=1 h=1

ing to (19), we obtain A, =0. Also, we obtain y, >0
according to (18).

To sum up, we obtain A, =0 and y,, =0, and we have
the KKT conditions completely satisfied. This proves that
{77} is the globally optimal solution {7™}| of the prob-
lem (10).

2.2 An offline schedule for general multi-packet case
with non-ideal circuit power

We start with a simple case. Suppose that there is only
a single packet, whose transmission rate is r,, to be
transmitted to Receiver 1. In this case, the optimal trans-
mission strategy can be formulated as

2 2
(7(2 hl)a "’0‘)31
rr}_in 1 p (20a)
! 1
Ss.t. r 2*1 (20b)
1 Tl

According to Ref. [ 13 ], the solution can be obtained as

7. =min(7,,,T) (21)

ee
in which

2B,1n2
- (22)

-
ee h/ 2_1
W(ia‘g )+1
e

where W( - ) is the Lambert W function, which is de-
fined as

W(y)exp(W(y)) =y (23)

Thus, we obtain the following observations. If 7, =T,
we have 7" =T, then we know that there is no off-peri-
od, which means that the packet is transmitted as slowly
as possible until its deadline, and this corresponds to an
“always-on” transmission. If 7, <T,, we have 7" =7,
which means that the most energy-efficient way is to
transmit at a rate of B,/7,, until time 7,,and the remaining
period [ 7,,,T,] is an off-period for the transmitter. To

summarize, if 7,,does not violate the deadline constraint,

ee

then it is the most energy-efficient to transmit the packet

using time 7,,. However, if 7, violates the deadline con-

straint, then the transmission needs to use time smaller

than 7,,. No transmission time larger than 7, is optimal.

Similarly, for each packeti, i=1,2,---,M, denote 7,

as the EE transmission time of packet 7, and it is defined
as

2B,In2
TiT /ot - 1 (24)
W( —_— ; ) +1

Now, based on the above discussion, we propose the
OOSCPMR ( the optimal offline schedule with non-ideal
circuit power for multi-receivers) algorithm. The key
idea of the OOSCPMR algorithm is to find the “idle” pe-
riods of the transmitter as follows. First, let us define
Scheme (i,k,t) as a transmission scheme of a consecu-
tive sequence of packets, from packet i to packet k,
where the starting time of the transmission is ¢ and the du-
ration of the transmission of packet j is 7
.-+, k, as defined in Eq. (24).

In the OOSCPMR algorithm, we start with the first iter-
ation with packet 1 at time 0. We first find the index of
the first packet, say packet k, , where subscript 1 denotes
the first iteration, that satisfies Scheme (1,%,,0). Such
index k, can be written mathematically as

k k
k, = min {k;zfd < Ze,.}
k=1.2,--.M = i=1

Next, we find the index of the first packet, say packet
s,, where again subscript 1 denotes the first iteration,
which satisfies the rule that Scheme (1,s,,0) violates the

j=i,i+1,

ej

(25)

deadline constraint of packet s,. Such index s, can be
written mathematically as

s

s, = min {s; Ty = Tx}
s=1,2, M izl

(26)

If k, >s5,, i.e., Scheme (1,k,,0) violates the deadline
constraint of packet s,, then there should not be any idle
periods for packet 1 to s,. Furthermore, the transmission
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schedule of packets 1 to s, remains undetermined. If k, <
s,, i.e., Scheme (1,k,,0) does not violate the deadline
constraints of packets 1 to k,,
scheme of packets 1 to k, uses Scheme (1,k,,0), which
means that there is an idle period from the end of the
transmission time of packet k, to the arrival time of packet
k, +1,1.e.,t we repeat the above

then the transmission

, 1, .- Furthermore,
procedure for the second iteration starting from packet k,
+1 at time 7, _,.

We repeat the above procedure for the second iteration
starting from packet s, +1 at time T, . If we define m, =
min( k,,s,),
comparison of k, and s, , the second iteration always starts

with packet m, + 1. If we further define

0
q, = {
m‘ ze

irrespective of the comparison between k, and s,,

then we can see that, irrespective of the

it m, =k,

(27)
otherwise

then,
the second iteration always starts at time ¢, ,, +q,.
Hence, we start the second iteration with packet m, + 1
at time ¢, ., +q,.
To describe more general scenario, we define

k k

kj =m;_, +k:1,zI,I}-i,I/'|l4-m,,‘{k: q,., + Z{ Tolm,+i) < Zl, em/,,+i}
(28)
§;=m;_, +‘ ]421’_I:l»»i_ll']/l—mﬂ{sz m_,+1 +q,, + z Te(m,_,+i) = s}
(29)

0 ifm, =k
q; = { i (30)

T, — 2 e, otherwise

i=1

m; =min(k;,s,) (31)
Thus, more generally, we start the j-th iteration with
packet m;_, +1 at time 7, ., +¢,_,. We first find the in-

+1,k.,t +

j-1 o Py +1

dex of the flrst packet in Scheme (m
q;_,) , which satisfies that the finish time of packet k; is
before the arrival time of packet k; +1. For j > 1, such
index k; is written mathematically as in Eq. (28). Next,
we find the index of the first packet, say packet s;, which
satisfies that Scheme (m;_ , +1,s;,7, ., +¢; ) violates
the deadline constraint of packet s,. Forj>1,
s; can be written mathematically as Eq. (29).

Ifk; >s;, i.e., Scheme (m,_, +1,k;,t, ., +q; ) Vi-
olates the deadline constraint of packet s,
mission schedule of packets m;_, +1 to s, contams no idle
period. Furthermore, the transmission schedule of packets
m;_, +1 to s, has not been determined.

If k,<s;, i.e., Scheme (m, , +1,k,t, ., +4q; )

does not violate the deadline constraints of packets m;_, +

such index

, then the trans-

1 to k;, then the transmission scheme of packets m;_, +1
to k; uses Scheme (m, , +1,k,,t, ., +¢, ), which
means that there is an idle period from the end of the
transmission time of packet k; to the arrival time of packet
ki+1,i.e.,1.,,.
ule of the unscheduled packets in the previous iterations,
e.g. packets u, and u, (u, <u,), can be determined as
follows: Let these packets be transmitted between time ¢

Furthermore, the transmission sched-

and 7, ., +g;_, with no idle period and the ID moveright
algorithm, i.e., Algorithm 1,
transmission schedule. Then, we repeat the above proce-
dure for the (j +1)-th iteration starting from packet k; + 1
at time 7, .. We repeat the above procedure until we

can be used to find their

reach T,,.
Algorithm 2 OOSCPMR algorithm
1 Calculate 7, according to Eq. (24).
2 Find k; and s; according to Egs. (28) and (29),
respectively.
3 Repeat step 2 until m, =M. Set J=min{j:.m, = M}
and [ =1.
4 forj=1toJdo
if m; = k; then
Use Scheme (m;_, +1,k,,1, ., +gq,,) for
packets m,_, +1 to k;, i.e., 7/ =171,,
-k

s Ve

i=m,_, +1,

j-1

if /[ >1 then
Apply the ID moveright algorithm between

time[ 7, ,t, ., +g¢, ] toobtain 7, i=m_ +1,-,
m;_,. Reset I=1.
end if
else
Setl=1+1
end if
end for

if k, > s, then
Apply the ID moveright algorithm between time
[tm,,,’TM] to obtain 7,7, i=m,_,+1,--- M.
end if

2.3 Optimality of OOSCPMR algorithm

The next theorem states the optimality of the OOSCPMR
algorithm.

Theorem 2 The OOSCPMR algorithm finds the opti-
mal offline transmission schedule for Problem (8).

Proof Note that the calculation of (28) to (31) de-
pends only on the attributes of the packets and does not
depend on the transmission schedule of OOSCPMR.
Thus, we may divide the M packets into two types:

1) Type | packets

P ={iliel[m,_, +1,m] for all j that satisfies k,<s,,

ie{l,2,-,M}} (32)

These packets have been determined to be transmitted
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for the duration of 7,,,
2) Type Il packets

ie P, in OOSCPMR.

PH = {152”M} r"P(I:
+1,m,] for all j that satisfies k; >,
(33)

{i‘ie[mj—l

ie{l,2,- ,M}}

The transmission schedule of these packets is deter-
mined by the ID moveright algorithm in OOSCPMR.

From the definition of 7, in Eq. (24), we know that
when the transmission schedule does not violate the cau-
sality or the deadline constraints, it is optimal to transmit
the packets using 7,,. Type I packets are the packets in
the interval [m,_, +1,m;]. Since m;<k,, we know that
their causality constraints are not violated when transmit-
ting at 7,,, i € P, starting from instant 7, ., +gq;_,.
Furthermore, since m; <s,, we know that their deadline
constraints are not violated when transmitting at 7,,, i
P, , starting from instant 7, , +¢;_,. Thus, transmitting
Type [ packets using the time of 7
which is what OOSCPMR does.

As for Type Il packets, we only need to prove that

there cannot be any idle periods in transmitting any of

ie P, is optimal,

ei”

them. Since if there are no idle periods in transmitting
them, then from Theorem 1, the ID moveright algorithm
is optimal when there is no idle time, which is equivalent
to the downlink problem with ideal circuit power dis-
cussed in Section 3.

So now, we prove that for Type Il packets, a scheme
that has an idle period for packet i, for some i € P, is
suboptimal. We prove it by contradiction. Suppose that
schedule N is optimal and it is feasible, and there is an
idle period after the transmission of packet i, and the
length of the idle period is 7} ,. Denote the transmission
time and the transmission start time of packet m as 7, and
sZ , respectively, m=1,2,--- M. Then, according to the
definition of Type II packets, there exists some j such
that ie [m;,_, +1,m; ] where j satisfies k; >s,, i.e., m,
=s,. According to Eq. (29), there must exist n e {m, +
{ such that 7, <7,. We can obtain the fol-
lowing two conditions.

1) Ifr <7
schedule 7, = 77 + A for packet i, where A is small

1’“.?mj+[—l en*

.., then we consider another transmission
enough such that 0 <A <7}, and 7, <7,. We can obtain
that only the packet i changes the transmission time and it
has been completely transmitted before deadline 7, by
using the new transmission schedule. Thus, the new
transmission schedule satisfies the deadline constraint.
We also obtain that the new transmission schedule satis-
fies the causality constraint since the transmission start
time of all the packets is the same as that of Schedule N.
Thus, it is feasible. We know that the energy function is
monotonously decreasing when 7, < 7,, due to the pseudo-
convex property, so the new transmission schedule will

consume less energy. Therefore, 7. is not the optimal so-
lution. This condition leads to a contradiction.
) Ifr =1

.i» there must exist ne {m, +1,-,i -1}
such that 7, <7,. Since if ne {i+1,--,m,, |, the
transmission time of packet m is 7, Ym e {i, -,

m;,,_, |, which belongs to Type I not Type II. Thus, n

em

ef{m +1,-,i-1}. Now, we also consider another
transmission schedule 7, = 7) + A for packet n and the

idle period of packet i is 77 — A, where A is small
enough such that 0 <A <7} ; and 7, <7, and z ™+ A
i=1

< T,. Thus, we can obtain that packet i can be complete-
ly transmitted before deadline 7, by using the new trans-
mission schedule and the packet i + 1 also starts to be
transmitted at time s},, and the transmission time of pack-
ets after packet i is the same as that of Schedule N. Thus,
the new transmission schedule satisfies the deadline con-
straint. We also obtain that the new transmission schedule
satisfies the causality constraint since the transmission
start time s, for i € {n + 1,i} of the new transmission
schedule becomes greater than s and other transmission
start time is the same as that of Schedule N. Therefore, it
is feasible. In a similar way, the new transmission sched-
ule also consumes less energy. Then, 7" is not the opti-
mal solution. This condition also leads to a contradiction.

In conclusion, there cannot be any idle periods for
Type Il packets. From the above discussion, Theorem 2
is proved.

2.4 Computational complexity of OOSCPMR algo-

rithm

The first step of the OOSCPMR algorithm is to find the
value of J where J =min{;: m, = M| by means of a quick
sort algorithm whose computational complexity is
O(Mlog,M). The second step is to find the optimal
transmission duration of each packet whose computational
complexity is O(J). Thus, the computational complexity
of the OOSCPMR algorithm is O( Mlog,M) + O(J).

3  Online Schedule without Future Arrival In-
formation

To obtain the benchmark, we develop the optimal off-
line schedule by assuming complete information including
the size, arrival time, deadline constraint of the packets
during the time interval [0, T], which is an ideal situa-
tion. Thus, this provides a lower bound on the consumed
energy in practical scenarios, where the future packet’s
arrival information is not available. Furthermore, based
on the optimal offline schedule, we can develop an online
schedule that needs no future arrival information.

To better understand the online schedule, we first as-
sume that there are N packets with different deadlines arri-
ving at the buffer at a certain time ¢t. Denote B, and T}, i

i

=1,2,:-,M as the size and the deadline instant of the
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i-th packet, respectively. Note that no new packet arri-
vals at the transmitter’s buffer. At the moment, we know
the complete information of all the packets. According to
the information, we use the above-mentioned optimal off-
line schedule algorithm to find the optimal transmission
duration. Next, we extend the unified arrival case to the
general arrival case, i.e. , there are new packets arriving
at the buffer.

To be specific, when the first packet with its deadline
T, arrives at the transmitter’s buffer at t =0, we schedule
the first packet by applying the OOSCPMR algorithm ac-
cording to its arrival information until the second packet
When the second packet arrives at the
transmitter’s buffer at 7, ,, there is the residue of packet 1
with its deadline 7, and the newly arrived packet 2 with
its own deadline 7, in the buffer if the first packet has not
been completely transmitted at z,,. We take 7,, as the
new starting point, and according to the packets in the
buffer at ¢ we run the OOSCPMR algorithm and start
transmitting. We repeat the above procedure when a
packet arrives. In summary, when a packet arrives, we
restart the OOSCPMR algorithm according to the packets
in the buffer at that time.

arrives.

a2

4 Numerical Results

In this section, we compare our proposed policy with
the existing policies by numerical simulations. The exist-
ing policies in Ref. [ 5] are obtained by using a calculus
approach and an appealing “string visualization” is pro-
vided for the optimal policy.

We consider that there are 5 types of channel gain

|n* | =1{1,2,3,4,5| and the AWGN noise ¢ =1,
which can lead to 5 types of energy functions. The band-
width W =1 kHz and the circuit power o =3 W. First,
we generate the packet sequence with a Poisson arrival
rate of A =0.1,0.2,---,0.9,1 packet/s during the time
window [0,80] s. Each packet’s deadline is set to be 1 s
and each packet’s size is set to be 1 kbit. Each packet has
one energy function chosen from a set of 5 types uniform-
ly at random.

Fig. 2 presents the average total energy consumption
between our proposed policies and the existing policies in
Ref. [ 5] with different packet arrival rates. It is observed
that the proposed online schedule has similar performance
to the optimal offline policy which has a lower bound per-
formance and our proposed policies outperform the other
two policies proposed in Ref. [5]. It is also observed that
the energy consumption always increases as A increases
and this is because the total size of packets will increase
with the increase of the packet’s arrival rate. Also, note
that the energy consumption increases sharply from 0. 4 to
0.5 packet/s since many packets are transmitted for the
time of 7,. However, at A > 0.5 packet/s, very few
packets can satisfy the deadline constraints when transmit-

ting data for the time of 7,,, and the transmitter is almost

always on.

ei

103 -
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- -O- - Proposed online schedule
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Arrival rate of non-FIFO packet/ (packet » s 1)

Fig.2 Performance comparison of energy consumption with
different arrival rates of the packets

Next, we consider a total number of 500 packets within
the time window [ 0,500 ] s averaged over 1 000 inde-
pendent simulations. Fig. 3 shows the average total energy
consumption of our proposed policies and the existing
policies in Ref. [ 5] with different packet deadline con-
straints. Again, the proposed optimal offline policy gives
a lower bound performance to the proposed online policy,
and our proposed policies always outperform those of
Ref. [5]. It is also observed that the total energy con-
sumption first decreases and then remains unchanged as
the deadline constraints become looser. This is because
when the deadline constraint is sufficiently loose, all
packets should be transmitted for the duration of 7
any transmission time larger than 7, will only increase the
energy consumption.

and

ei

—O— Optimal online schedule

—&— Ouline policy'®!

- 4 - Proposed online schedule
3 - 3¢ - Heurlstic online policy®’

Average total energy comsumption/J
[\%)
o0
S
S

2 300 1 1 1 1 1 1 1 1 1
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

Deadline constraints of packets/s

Fig.3 Performance comparison of energy consumption with
different life time durations of packet

5 Conclusion

We have investigated a wireless network over an
AWGN channel with non-ideal circuit power involving a
single transmitter and multiple receivers. We propose a
novel OOSCPMR algorithm to find the optimal offline so-
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lutions to minimize the total energy consumed including
the transmission energy and the circuit energy. It is
shown that, the packets can be divided into two types,
where one type of packet is determined to be transmitted
using the EE transmission time, and the other type of
packet is determined by the ID moveright algorithm,
which is the most energy-efficient transmission schedule
with ideal circuit power. According to the proposed opti-
mal offline schedule, the development of an energy-effi-
cient online schedule is also discussed.
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