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Abstract: In the scenario of downlink multicell processing with
finite backhaul capacity in the case of two base stations and
two mobile users, by regarding the channel as a multiple
access diamond channel with two destinations, an achievability
scheme that sends correlated codewords through the multiple
access channel with common data is proposed. By considering
the superposition structure, fully correlated codewords can be
supported by the proposed scheme, which can benefit the
system throughput in the case of a relatively-large-capacity
backhaul. First, an achievable region for the achievable theory
is given and it is proved from the perspective of information
theory. Then,
combining dirty-paper coding and power allocating is provided
for the achievable region. Simulation results demonstrate that
when the backhaul capacity is relatively large, the proposed
scheme outperforms the existing achievability scheme without
the superposition structure.
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in the Gaussian scenario, a simulation

n cellular networks, multicell processing is a promis-
I ing technique that allows for the joint processing of
different base stations’ (BSs’) signals for the downlink or
uplink, which increases the throughput of cellular sys-
0= Traditionally, in the scenario of downlink mul-
ticell processing, the experiment has been carried out un-
der the assumption that all the base stations in the network
obtain the data for all users via unlimited capacity links
between the BSs and the central processor (CP)"'. In
this case, the cellular network forms a distributed MIMO
broadcast channel which can improve the system through-
put greatly'”. However, the BSs communicate with the
CP via finite-capacity backhaul in many practical scenari-
0s™™. The limited capacity backhaul links may not always
suffice for the transmitting of the data of all the users
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from the CP to all the BSs, and as a result, the limited
capacity backhaul links may become a bottleneck of net-
work throughput. Therefore, it is interesting to investi-
gate how to make the best use of finite-capacity backhaul
links.

Several achievability schemes have been proposed for
downlink multicell processing with finite-capacity back-
haul. Ref. [6] proposed a compressed dirty-paper coding
(DPC) scheme, where signals are precoded and com-
pressed in the CP and then transmitted to the BSs. Im-
provements on this scheme were made in Ref. [7] by
considering multivariate compression to introduce correla-
tion between the quantization noises. A data sharing
scheme was proposed in Ref. [8], where the message for
each user from the CP is split into two types, consisting
of private data intended for a single BS and common data
intended for all BSs. In Ref. [9], a hybrid strategy com-
bining the compression and data-sharing strategies was
proposed, where messages for some users are sent directly
to the BSs using part of the backhaul capacity while mes-
sages for the remaining users are precoded and com-
pressed before being transmitted to the BSs using the rest
of the backhaul capacity. A reverse compute-and-forward
(RCoF) scheme was proposed in Ref. [ 10], where the
limited backhaul is used to transmit the linear combina-
tions of the precoded messages over a finite field. The
achievability scheme proposed in Ref. [ 11] combines
Marton’s achievability for the broadcast channel'” and
the achievability of sending correlated codewords over a
multiple access channel'”’. The CP transmits the index
information of correlated codewords to BSs via the finite-
capacity backhaul link. Numerical results show that this
scheme outperforms schemes proposed in Refs. [7, 10] in
certain cases.

In this paper, aiming at studying the two-cell downlink
multicell processing problem, enlightened by the achiev-
ability scheme in Refs. [ 14 — 15],
scheme was proposed, which is similar to the achievabili-
ty scheme in Ref. [11], except that superposition coding
is introduced. Ref. [ 14] shows that the achievability
scheme with superposition outperforms the achievability
scheme without superposition when the backhaul capacity

an achievability

is relatively large,
fully support correlated codewords while the non-superpo-
sition scheme cannot. Technically, similar to Ref. [11],

since the superposition scheme can
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by treating the problem as a Gaussian multiple access dia-
mond channel with two destinations, our scheme can be
viewed as the extension of the achievability scheme in
Ref. [14]. More specifically, an inner codebook contai-
ning parts of the messages decoded by both BSs is intro-
duced, which serves as common data. Four outer code-
books are then generated, two of which correspond to the
remaining part of the message and two that correspond to
two BSs. The BSs send correlated codewords along with
the common data into the multiple access channel with
two destinations. Since the superiority of the achievability
scheme in Ref. [11] over other existing schemes for cer-
tain cases lies in its exploiting the gain of correlation be-
tween the transmitted signals from the BSs, our achiev-
ability scheme outperforms that of Ref. [ 11] when the
backhaul link capacity is relatively large, due to the fact
that with the introduction of superposition coding, more
correlation between the transmitted signals from two BSs
are supported. This is demonstrated through numerical re-
sults.

1 System Model

The following channel model is considered, which is
named the two-destination multiple access diamond chan-
nel. The capacity link from the CP to BS k is C,, k =
1,2. The channel between the two BSs and the two mo-
bile users (MUs) is characterized by p(y,, y, | x,, x,)
with input alphabets (X, X,) and output alphabets (Y,,
Y,). The system model is depicted in Fig. 1.

Base station 1

Mobile
User 1

Mobile

X Y, User 2

Base statior21 2

Fig.1 The multicell processing model with two cells and two
users

Let W, and W, be two independent messages transmit-
ted from the CP to MUI1 and MU2, respectively. Assume
that W, is uniformly distributed on {1,2, ..., M,}, k=1,
2. An (M,, M,, n, g,) code consists of an encoding func-
tion at the CP f": {1,2, ..., M,} x {1,2, ..., M, }—{1,2,
2" x (1,2, ...,2"}, two encoding functions at the
two BSs f;: {1,2, ...,2"C*}HXZ, k=1,2, and two deco-
ding functions at the MUs g;: Y, —{1,2, ..., M,}, k=1,
2. The average probability of error is defined as

M, M,

1
6‘H =
wy =1 w,=1 Mle

Pl"[gT( YD ¢W10rg;(yg) W, ‘ Wo=w,, W, =w,]

Rate pair (R,, R,) is said to be achievable if there is a

sequence of (2", 2"

,n, g,) codes such that £,—0 as n
— o . The capacity region of the two-destination multiple
access diamond channel is the closure of the set of all rate
pairs.

For the two-destination Gaussian multiple access dia-
mond channel, X, =X, =Y, =Y, =R and the channel be-
tween the two BSs and each MU is a Gaussian multiple

access channel. Thus, the received signal at the MUs are

Y, =X, +aX, +Z, (1)
Y, =bX, +X, +Z, (2)

where X, and X, are the input signals from BSs 1 and 2,
respectively, and Z,, Z, are two independent zero-mean
unit-variance Gaussian random variables. It is assumed
that (Z,, Z,) is independent of (X,, X,). The encoding
functions at the two BSs must satisfy the average power
constraints. For any x; that BS k sends to the Gaussian
multiple access channel, it satisfies

l - »
— < P, k=12
n;xk, k

2 Achievability for Two-Destination Multiple
Access Diamond Channel

Theorem 1 is the main result of this paper, which pro-
vides an achievable region for the two-destination multi-
ple access diamond channel. By introducing the superpo-
sition structure, an inner codebook of correlated code-
words is generated and the message index of this code-
book is transmitted to both BSs. As a result, it forms
common data at the two BSs, and they can beamform the
common data to both receivers.

Theorem 1 Rate pair (R,, R,) is achievable for the
two-destination multiple access diamond channel p (y,,
v, | x,,x,) with parameters C,, C,, Q,,, Q,, if it satisfies

R, <IU, U, U,;Y,)-IU,6U,;V,|U,) (3)
R <IU,U;:Y, |U)+Q,-IU,U,;V,|U,)
4
R, <C, +I(U;V,|U)+I(V;U,|V,) +
I(U];V] ‘ Uo’Vo) +1(U2;Y1 ‘ Ul’ Uo) -
(U, UV, | U) -0, (5)
R, <C,+I(U;V, | U) +I(V,;U, | V,) +
UV, | U, V) +1(U: Y, | U, U, -
(U, UV, | U) -0,y (6)
R,<I(V,,V,,V,;Y,) =I(V,,V,; U, | V,) (7)
R,<I(V,,V,;Y, | V)) +Q, - I(V,,V,; U, | V) (8)
R,<C,+I(U;V,|U) +I(V,;U, | V,) +
UV, U, V) +I(V,;Y, | V,,U,) -
IV, V,; U, | V) -0, (9)
R,<C,+I(U;V, | U) +I(V,;U, | V,) +
UV, U, V) +1(V,;Y, | V,,U,) -
I(Vl’ Vz; Uo ‘ Vo) _QIO
R, +R,<I(U,, U, U,;Y) +1(V,,V,,V,; Y,) -
U, UV, | U)-IV,,V,;U, | V,) -

(10)
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(U, UV, V, | U, V) -I(U,;V,) (11)
R, +R,<I(U,,U,;Y, |U) +0, +1(V,,V,,V,;Y,) -
(U, UV, | U) -V, V,;U, | V) -
(U, UV, V,|U,V,) (12)
R, +R,<I(U,, U, Uy;;Y) +I(V,,V,; Y, | V) +Q, -
(U, UV, | U) -KV,,V,;U, | V) -
(U, U,;V,,V,| U, V,) (13)
R, +R,<I(U,,U,;Y, |U) +Q,, +1(V,,V,; Y, | V,) +
0, -I(U, UV, |U)-IV,,V,;U, | V,) -
KU, UV, V, | U, V) (14)
R, +R,<C, +I(U;V,|U) +IV,;U, | V,) +
UV, | U, V) +1(U,;Y, | U, U,) +
IV, Y, |V,V)-IU, UV, |U,) -
I(V]’ Vz; Uo ‘ Vo) _I(Ul’ UZ;VI’ Vz ‘ Uo’ Vo)
(15)
R, +R,<C, +I(U,;V, | U) +I(V,;U, | V,) +
UV, | U, V) +I(U,;Y, | U, U,) +
V.Y, |V,,V,) -I(U,,U,;V, | U,) -
IV, Vv,,U, | V) -I(U,,U,; V,, V, | Uy, V,)
(16)
R +R,<C, +I(U;V,|U) +I(V;U, | V,) +
UV, | U, V) +C, +1(U,; V, | U) +
I(V,,U, | V) +I(U,;V, | U, V,) -
U:U, | U) -V, V, | V,) -
(U, UV, | U) -V, V,;U, | V) -
KU, UV, V, | U, V) =0, — Qs (17)
KUV, | U) +I(V,: U, | V) + U3V, | U, V) <
KUY, U | U) +I(V,; Y, V, | U,) (18)
KUV, |U) +I(V,; U, | V) +I(U,; V, | U, V) <
KUY, U | Uy +1(V,3 Y, VLU (19)

for some distribution p(u,, u,, iy, vy, v,, v,) p(x, | uy, u,,
Vo, ) p(x, | Uy, uy, vy, v,), and some Q,, and Q,, that
satisfy (Q,, + Q,,) <min{C|, C,} and Q,,=0, k=1,2.

A brief outline of the proof of Theorem 1 is as follows:
The CP uses a codebook of the superposition structure,
where (Q,, + Q,,) is the rate of the inner codebook.
More specifically, for k=1,2, the CP splits message M,
into three parts, i.e., M,, with rate Q,,, M, with rate
(R,, —ry) and M,, with rate (R, —r,,). The CP encodes
M,, and M, into the inner codebook of correlated code-
words, and delivers the corresponding codeword index to
both BSs. Then, the CP encodes the remaining parts of
the two messages into four outer codebooks.

The CP encodes M, and M,, into an outer codebook,
which contains correlated codeword pairs, k =1, 2. This
codebook along with the inner codebook will be used by
MU k in decoding My, M,,, M,,.

The CP encodes M,, and M,, into another outer code-
books containing correlated codeword pairs, k =1, 2.
This codebook along with the inner codebook will be used
by BS k to find the corresponding codeword x; to be sent
to the multiple access channel with two destinations, k =

1,2.

The details of the proof of Theorem 1 are provided as
follows. Based on a given distribution, the proof consists
of four basic steps named codebook generation, enco-
ding, decoding, and probability of error analysis.

A distribution p(u,, u,, iy, vy, v, v,) p(x, | g, 1, vy,
v)p(x, | uy, u,, v, v,) is fixed and the following proof
will be based on this distribution.

The first part of the proof is codebook generation.
Generate 2%~ codebooks C,,(i,), each consisting of

2" u, sequences, in an i. i. d. fashion according to
p(u,), where iy e [1:2"% "™ ]. Index each codeword as
uy ( iy, 1), where [, e [1:2"].

2" codebooks C, (j,), each consisting of 2

Similarly, generate

o

Vv, se-
quences, in an i.i.d. fashion according to p(v,), where
joe [1:2"% ™1, Index each codeword as Vi (j,, m,),

where m, e [1:2"]. Let
Oy =Ry -1y

For each u)(i,,l,) sequence where i, e [1:2"%"], [, e
[1:2"°], generate 2"**~"” codebooks C,, , (iy, L, i,) for

k=1,2, each consisting of 2""u; sequences, in a condi-

k=1,2 (20)

tional i. 1. d. fashion according to p(u, lu,), where i, e
[1:2"%°"], Label these u; sequences as u}(i,, 1y, 1,), [,
e[(i,—1)2":i2™].
i,), find all codeword pairs (u), u,) that are jointly typi-

Furthermore, for each (i, [, i,,

cal conditioned on u(i,, I,) according to p(u,, u, | u,),
where uj e C,,,, (i,, l,, i,) and u; e C, (iy, l,, i,). The
set of all codeword pairs found is denoted as C, ,, , (i,
ly, i), i,). According to Ref. [ 15], the number of such
codeword pairs is lower bounded by 2"~ (Vs 10D
Similarly, for each v,(j,, m,) sequence where j, e [1:
2", my,e[1:2"], generates 2" " codebooks Cyv,

nry _n

(Jo» my, j,) for k =1, 2, each consisting of 2" v, se-
quences, in a conditional i. i. d. fashion according to
p(v, | v,), where j, e [1:2"™ " ]. Label these v/ se-
quences as vy (j,, my, m,), m, € [(j, —1)2": j2"].
Furthermore, for each (j,, m,, j,, j,), find all codeword
pairs (vy, vy) that are jointly typical conditioned on v;(j,,
m,) according to p(v,, v, 1v,), where v e C, , (j,, m,,
Ji) and vy e C,,, (jo, my, j,). The set of all codeword
pairs found is denoted as C, ,,, (jo, M, j,, j,). Accord-
ing to Ref. [15], the number of such codeword pairs is
lower bounded by 2" "=~V

For each pair (i,, j,), find a jointly typical sequence
pair (ug, vg) according to p(u,, v,), where ug e C;, (i)
and vy e C, (j,). According to mutual covering lemma in

Ref. [1], there exists such a jointly typical pair if
r10+7202](U0;V0) (21)

If there are such multiple codeword pairs, pick one pair
randomly, and then label the codeword pair found as (u;



256

Yi Xiao, Wu Mingzhan, and Liu Nan

Cigs Ty Cigy jo))s v Cigs 1y Cig, jo))) . Consequently,
2@+ 2 quch (u), vi) pairs which form the inner code-
book C,, are obtained.

For each (iy, jo, i), iy, ji» j,)» Where i, e [1:2""], j, e
[1:2"], i e[1:2"% ], je[1:2"%], k=1,2,
the following steps are performed:

Step 1  Find all codeword pairs (u}, uy) € C;, |y,
(iy, 1,(iy, jo)» iy, i,) that are jointly typical with v} (j,, 1,
(iy, j,)) conditioned on u (i,, I, (i, j,)) according to
pu,, uy, v, | uy). The set of such codeword pairs is de-
noted as Cy, , |, v,(ip, Jo, i), i) . According to Ref. [15],
the number of such codeword pairs is lower bounded by
2" where

ro=ry+r, —1(U; U, ‘ U, -1(U,, U,;V, ‘ U,)
(22)

Note that it requires r, >0.

Step 2 Find all codeword pairs (v}, v;) € Cy | . (Jo»
i, iy, o) » ji» J,) that are jointly typical with (i, I, (i,
Jo)) conditioned on v;(j,, i, (i,, j,)) according to p(v,,
v,,u, | v,). The set of such codeword pairs is denoted as
CV“ VZ\U(,,V(,(iO’ Jo» Ji» J2)- According to Ref. [15], the
number of such codeword pairs is lower bounded by 2",
where

ry=ry +ry =KV V[ V) =KV, Vi Uy [ V) (23)

Note that it requires r, >0.

Step 3  For k=1,2, find all codewords u; e C v | U,
(iy, I, (iy, j,)» i,) that are jointly typical with v (j,, i,
(iy, j,)) conditioned on u) (i,, I, (i, j,)) according to
p(u,, v, | uy). The set of such codewords is denoted as
Cy. v, v,Clgs Jo» i;). Similarly, find all codewords v; e
Cy. 1 v,(o» 4y, jo)» Jj,) that are jointly typical with ug
(iy, I,(iy, j,)) conditioned on v(j,, 1, (iy j,)) according
to p(v,, u, | v,). The set of such codewords is denoted as
Cy | v,v,Cigs Jo» Ji) . Furthermore, find all codeword pairs
(u, v!) that are jointly typical conditioned on (u](i,, I,
iy Jo) ) » Vi iy 1ty iy, Jo))) according to p(uy, v, | u,,
vy), where u; € Cy yy, v, Cigs jor i) Vi € Cy gy, Cigs Jos
Ji)- Denote such codeword pairs found as C,, |, , (i,
Jo» i Ji) - According to [15], the number of codeword
pairs in C, v (i, Jjo» i J,) 1is upper bounded by

2n(hw +e) , where

Fove = Tk -I(U,;V, ‘ Uy +ry —1(V,; U, ‘ Vo) —
(u,;v, | u,Vv, (24)

It also requires r, =0, for k=1,2.

Step4 For k=1,2, for each codeword pair (u;, v;)
in Cy, |y, v.(igs Jo» iy j,)» generate an x; sequence in a
conditional 1i. i. d. fashion according to the distribution
p(x, ‘ Ups Vio Ugs V) -

Now, we describe the encoding procedure. At the cen-

tral processor, message W, (k =1, 2) is split into (W,
W, W..), where W,,, W, and W, are uniformly distrib-
uted on {1,2,...,2"%}, {1,2,...,2"% ™} and {1, 2,
.., 2" R respectively. When

(Weo Wi, W) =(wy, wy, w) k=12

the central processor inspects Cy |y v, (Wi, Waer Wiy
w,) and C, |,y (W, Wy, Wy, W, ) for a codeword
quadruple (u}, u,, v, vy) that are jointly typical condi-
tioned on (ul(w,,, [,(w,,, w,,))» ve(w,,, ,(W,,, w,,)))
according to the distribution p(u,, u,, v,, v, | u,, v,). Let
the found quadruple be denoted by (u}, u,, v}, vy). If no
such quadruple can be found, the central processor sends
1 to both BSs 1 and 2.

Since joint typicality implies marginal typicality, (u],
vy) is in codebook C, |, y (W, W,, W, W, ), and
similarly, (u;, v;) is in codebook Ci y |, v (W, Wy,
w,., W,.). The central processor sends (w,,, W,,, W,, W,,)
and the row index of (uj, v{) in Cy, |, v (W, Wy, Wy,
w,,) to BS 1. It also sends (w,,, w,,, w,., w,.) and the
row index of (u3, vy) in Cy y |y (W, Wy, Wi, Wy,) tO
BS 2. It requires that

k=1,2
(25)

Ci=010+0 +Ry —1 + Ry — 1y + 1y, <Cy

so that each BS can receive its index with no error.

At the BS, upon receiving (w,,, w,,, w,,, w,,) and the

la’
row index of (u}, v}) in Couv vy v, (Wi Wapr Wiy, W),
BS 1 identifies the (uj, V) in Cy \ |y v, (Wi, Wy, Wy,
w,,) and sends the corresponding x| as its transmitted sig-
nal. Similarly, upon receiving (w,,, w,,, w,., W, ) and

la’ le?

the row index of (u;, vy) in Cy vy v (Wi, Wy, Wy,
w,.), BS 2 identifies (u3, v}) in C, \ |y (W), Woy Wy,
w,.) and sends the corresponding x, as its transmitted sig-
nal.

The third part of proof is decoding. Upon receiving y7,
if there is a unique codeword triple (u(i,, L)), u|(i,, I,
1), ui(iy, 1,, 1)) where (u)(iy, I, 1), us(iy, 1y, 1,)) is
in Cy g Cig Ly, 1), 1,) for some (i, i,), such that
(upCig, 1), ui(iy, 1, 1)), us(iy, 1y, 1), y!) is jointly typ-
ical according to p(u,, u,, u,, y,), then, the receiver of
MU 1 declares that (W, , W,,, W,.) = (i,, i,, i,) is sent;
otherwise, it declares an error.

Receiver 2 performs a similar decoding scheme as Re-
ceiver 1 when receiving y,, which will not be described in
details for simplicity.

The probability of error analysis, which is the final part
of the proof, will present relative error events and the a-
nalysis for them. Due to symmetry, the average probabil-
ity of error is equivalent to the probability of error for an
arbitrary message pair (w,, w,), where (w,, w,) e {1,2,
2™ x {1,2, ...,2"}. Hence, without loss of gener-
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ality, it is assumed that (W, W,) =(w,, w,) is sent. For
W, =w, and W, =w,, denote (W,,, W,,, W,.) =(i,, i,,
i,) and (W,,, W,,, W,) = (jo, ji, j) respectively.

First, consider the error event E,, where no jointly
typical quadruple (u/, ul, v/, v) conditioned on (u(i,, I,
(ig» Jo)) s Vo (o 1y (igy jo))) can be found in Cy, 4 |y o
(ig» Jor 1y, By) and Cy |4y, Clgs Jor Jis Jo) - By the mutual

[16]

covering lemma' ', Pr[E;] approaches zero as n—oo if

ro+r,=I(U, UV, V, | U, V,) (26)

Given that E, does not occur, denote the jointly typical
quadruplet found by CP as (u/, u;, v{, v,), which is short
for (u](iy, Iy, 1,), u5Ciy, Ly, L), V(g My, 1), Vi (o
m,, m,)), then consider the following error events for
MU1:

E,: (uy(i,, 1)), u}, u,, ¥}) is not jointly typical.

E,: There exists a u} € C, |, (iy l,, i;), denoted as
u}(iy, Iy, 1,). For some i, e [1:2"""™] such that (u;
(iy, 1)), ul(iy, 1y, 1), u5, y!) is jointly typical,
(i, 1), 1) i, ie., I #I,.

E,,: There exists a u, € C,, |, (i, Ly, 1),
uy(iy, 1y, 1,) . For some i, e [1:2""7" ] such that (u;(i,,
1), u}, uy(iy, 1), 1,), ¥}) is jointly typical, and u}(i,, I,
L) #u,, i.e., L, #1,.

E,,: There exists a (u}, ;) € Cyy |y Cigs L) iy, 1),
denoted as (u; (i, L, 1,), uy(iy, L), 1,)). For some i, e
[1:2"%" ], k=1,2, such that (u (i, I,), u| (i, I,
1), us(iy, L), L), ¥)) is jointly typical, and u](i,, I, {,)
AU, uy(iy, 1y, L) #uty, ice., 1 =1, L #1,.

E,,: There exists a (uy(ig, 1), uy(iy, 1y, 1)),

and u|

denoted as

M;( i()’ l[)’
1,)), where (uj, uy) e C, |, Ciy, L, i, 1,) . For some i,
e[1:2"" "], k=1,2, such that (uy(iy, L)), u}(i,, I,
1), uy(iy, 1, ), ¥') is jointly typical, and (i, /,) #
(ig, 1)) -

At MU2, symmetric events E,,, E,,, E,,, E,;may occur
and the description for them, which will not be presented
here,
E

is similar to the above description for E, E,,, E ,,

13
Thus, the probability of error Pr[ E] may be upper
bounded as

1+ Z z Pr[E,

a=1 b=0

o]

Due to the asymptotic equipartition property, for a suffi-

ciently large n, it leads to Pr[E,, | E;] <& and Pr[E,, |

E;] <eg. There is also

PrE, | Ej] = ;Pr[(ug(fo, 1), uCig, I, 1), U, ) e
=,

7-#'1 ‘EC] = 2—n(l(U‘;Y‘, U,l Uy —e)anH

& 0 ==

PrlE,, ‘ E)l = 2 Prl (uy(iy, 1), uiuyCig, 1, 1), YY) €

L=l
7-#'1 ‘ EC] = 2—7[(1(1/3; Y, Ulu) —e)an‘2
& 0 =

PrlE, | E;l = Y Pr{(uy(iy, 1), u) (i, 1, 1),

=,
L#L
wy(iy, 1), 1), ) e T

E)]l <
£ ol =
2 -n(I(U,, Uy Y1 U,) —9)211(RH+R,3—1( U,; U, Uy —&)

S Pl () iy, 1), 6 Cigy s 1),

in# iy L# 1,
k=0,1,2

u,Cig, Ly, 1), yy) e T, | Ej] <

2 -n(I(U, U, UyY,) —6)2n(R.(,+R,,+R,2—[( U,; U, Uy —&)

E, ‘E(r)] =

Similar derivations follow Pr[E, | E;], k=1,2,3,4.
Thus, Pr[ E]tends to zero as n— o if conditions (20)
to (26) and the following set of constraints are satisfied:

R,<I(U,;Y, U, |U,)

R,<I(U,Y, U, |U,)
R,]+R,2sl(U,,U2,Y \U) +1(U,; U, | Uy

R, +R, +R,<I(U, U, U,Y,) +I(U,;U,|U,)
21\1( vl, AR
R,<I(V,; Y, V,|V,)

Ry + R, <I(V, V., Y, [ Vo) +1(V; V, [ V)

Ry + Ry, +R,<I(V,, V,,V,;Y,) +I(V,; V, | V,)
O<rmk<Rmk m=1,2,k=0,1,2

T Tuys C,=0 k=1,2

0<Q, <R, k=1,2
R,=0Q,+R, -1, +R,, -

Using the Fourier-Motzkin elimination,
rates (3) to (19) in Theorem 1 are obtained.

Aiming at a better understanding of Theorem 1,
remarks are presented:

1) When R, =Q,, =0, by setting V, =V, V, =X, V,

m=1,2

the achievable

a few

=X,, ¥, =Y, 0,,=R,, Uy=U, =U, =, the lower
bound case in Ref. [3] is obtained.
2) By taking U, =V, =, Q,, =0,, =0, the achiev-

ability scheme for the 2-destination multiple access dia-
mond channel in Ref. [4] is obtained.

3) When C, and C, tend to infinity, by taking U, = U,
=V, =V,=0, U,=U, V, =V, Q, =R, and Q,, =R,,
which means that the full cooperation between BSs is
achieved with the help of the superposition structure,
Marton’s inner bound for the general broadcast channel™
is obtained.

3 Numerical Results

The achievable region provided by Theorem 1 is for
In this section, by consid-
ering the Gaussian nature of the channel,
specify the distributions

discrete memoryless channels.
the achievable
rate region is computed. First,
p(uy, u,, uy, vy, vy, v,), plx, \ Uy, Uy, vy, v,), and p(x, \
u,, U,, v,, v,). Combining the power allocation strate-
gy for superposition coding in Ref. [ 14] and the dirt-
y-paper strategy in Ref. [11], the following distribution
is then proposed for the evaluation of the mutual informa-
tion terms in Theorem 1.

First, consider zero-mean unit-variance jointly Gaussi-
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an random variables U,, V, with the correlation coeffi-
cientpe[ —1,1]. Then, let

X,=U+V, = /AU, +U| + /B V,+ V) (27)
X,=U,+V,=./JA, U, +U, + /B, V, + V', (28)

where X, is the codeword with power P, at BS k, k=1,
2, (U, U,, V', V) are Gaussian random variables in-
dependent of (U,, V,). A,, B,, A, and B, satisfy

A, B, e[0, Py,]
A, +2p J/AB, +B, =P0k}
where P, is the power allocated to (U,, V) at BS k, k=

1,2. Next, let X'k be a 2 x 1 Gaussian random vector
with covariance matrix K o k=1,2, where

(29)

P, -P, -A
KX":[Q g] X :[ 8 Pz—ﬁm—B]
with

Ael0, P -P,] (30)

Bel[0, P, - P,] (31)

ael - vAB, VAB] (32)

Bel - /(P,-P, —A)(P,-P, -B),
(P, -P, —-A)(P,-P, -B) ] (33)

Now, the dirty-paper coding is considered, where X', is
considered as the channel state, i.e., let U' =X’, and V’
=X', +AU’, where

A= 1

K[ ]tp 11
[b 1]Ky,z[i7]+1 Ll

and X’, and U’ are independent. Furthermore, let
Xll Y! Y! T’ R vdd
[X, ] “X 4 X, =(I-AU +V
2
and
v-["-a-no, v=["]-v
 CA LR (4E

Based on the 4 x 4 covariance matrix of U’,, U,
V', V', and conditions (1), (2), (27) and (28), by
computing the sum rates in Theorem 1 under constraints
(29) to (33), the optimal sum rate can be obtained.

In the case of a=6=0.9, P, =P,=1and C, =C, =
C, the achievable sum rate of the proposed superposition
scheme is compared to the achievability scheme without
the superposition structure in Ref. [4] and some other ex-
isting schemes in Fig.2.

The upper bound of min{2C, Cy;,} is denoted by the
black dotted line, where C,,,, is the capacity of the net-
work when the backhaul capacity C is infinite. The red
solid line denotes the sum rate of our superposition
scheme and the green dashed line denotes the sum rate via
the achievability scheme without the superposition struc-

ture'""’. The magenta dash-dot line denotes the sum rate

of the RCoF scheme in Ref. [ 10] and the blue solid line
with circle markers denotes the sum rate of the com-
pressed DPC scheme considering the correlation between
the quantization noises'”’. From Fig. 2, it can be seen
that in the medium backhaul capacity region, our pro-
posed scheme outperforms the RCoF scheme and com-
pressed DPC scheme. Furthermore, when backhaul ca-
pacity C is relatively large, our superposition scheme out-
performs the scheme without the superposition structure.

----------- Upper bound

Proposed scheme

Non-superposition scheme
F

—oe— Compressed DPC

0 . .

0 05 10 L5 20 25 30 35 40 45 50

c

Fig.2 The achievability sum rate vs. capacity of the backhaul
link for P=1, a=b=0.9and C, =C, =C

4 Conclusion

In this paper, the 2-BS-2-MU scenario of downlink
multicell processing is studied. By viewing the problem
as a multiple access diamond channel with two destina-
tions, an achievability scheme exploiting the gain of cor-
relation between the transmitted codewords is proposed,
where superposition coding is introduced and it contrib-
utes to the superiority of the proposed scheme. The nu-
merical simulation shows that the proposed scheme out-
performs the existing achievability scheme without super-
position coding when the capacities of backhaul link are
relatively large. The inner codeword in this paper sup-
ports common data known at both BSs, and thus, enables
more cooperation between the two BSs. As part of future
work, a more involved superposition structure will be
considered, where the inner codeword consists of not only
the data decodable at both receivers as in the broadcast
channel but also the common data sent to both BSs.
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