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Abstract: A continuous wavelet transform (CWT) and global-
local feature ( GLF) extraction-based signal classification
algorithm is proposed to improve the signal classification
accuracy. First, the CWT is utilized to generate the time-
frequency scalogram. Then, the GLF extraction method is
proposed to
scalogram. Finally,
support vector machine (SVM) is proposed to classify the
extracted features. Experimental results show that the extended
binary phase shift keying (EBPSK) bit error rate (BER) of
the proposed classification algorithm is 1.3 x 10> under the

extract features from the time-frequency

a classification method based on the

environment of additional white Gaussian noise with the
signal-to-noise ratio of —3 dB, which is 24 times lower than
that of the SVM-based signal classification method.
Meanwhile, the BER using the GLF extraction method is 13
times lower than the one using the global feature extraction
method and 24 times lower than the one using the local feature
extraction method.
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ecently, binary signals have been received consider-
R able attention in communication systems. In order
to improve classification performance, a maximum-likeli-
hood detection metric adopting max-log approximation
was proposed to make the performance analysis tracta-
ble'"’. A simple iterative cancellation demodulator was
proposed in Ref.[2], and this method can predict the per-
formance exactly. Ref.[3] utilized differentially coherent
detection to reduce system complexity. A new lock detec-
tor structure used for phase lock loops was proposed in
Ref.[4]. In Ref. [5], several analytic image methods
were proposed to extend the notion of the 1D analytic sig-
nal to 2D analytic signal. Chen et al.'® proposed a new
approach for the nonlinear demodulation based on the
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support vector machine (SVM) and the bit error rate
(BER) performance can be improved significantly by
using the SVM classifier. However, these methods only
consider the features in the time domain.

There are many methods proposed to derive time-fre-
quency features' ™
choice to extract time-frequency features. Wavelet-based
methods have been shown to be effective for many applica-

tions such as signal evaluation, signal analyzing and signal
0]

, in which wavelet transform is a wise

detection”™ . In this paper, we apply the wavelet trans-
form-based method to the signal classification system.
Fang et al.""" proposed a binary signal classification
method based on continuous wavelet transform and fea-
ture extraction. However, there are many redundant fea-
tures in the direct extracted features vectors, and this pa-
per did not use any feature reduction method in the fea-
ture extraction process. Feature reduction is a surprising
work in the classification system''".
ture information by some pretreatment methods such as
feature strengthening and background subtraction, can
13714 Choosing appro-

priate feature vectors can better reflect the signal charac-

Processing the fea-

help reduce the redundant features

teristics, and, therefore, increase the accuracy and relia-
bility of the signal classification'"".

This paper proposes a signal classification system. The
system utilizes the SVM classifier to achieve classifica-
tion. We adopt the continue wavelet transform (CWT) to
generate a wavelet scalogram, which includes both the
time domain and the frequency domain features. The pro-
posed system is fulfilled by four modules, which are
modulation, channel, demodulation and estimation. The
modulation module modulates the symbols to signal
waveform. The demodulation module preprocesses the
signal waveform. This module is composed of the filter
bank, CWT, and redundant features reduction. The filter
bank in this paper is composed of an impulse filter and a
band-pass filter. CWT is utilized to generate the wavelet
scalogram, and we construct an adaptive wavelet to
achieve CWT. The wavelet scalogram output by CWT is
mixed with noise features and redundant features, and
several templates are introduced in this paper to process
the wavelet scalogram. A pretreatment method is pro-
posed as the final procedure in the demodulation module
to reduce the redundant features, and the wavelet scalo-
gram after pretreatment has more obvious features. The
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estimation module in this system can be divided into three
procedures, namely, features extraction, features reduc-
tion and signal detection. This paper utilizes the global-
local features ( GLF) extraction method. We extract the
local features from each scale of the scalogram and the
global features global structure of the scalogram. After
that, the principle component analysis (PCA) is used to

find a low dimension surface to process the features. Fi-
nally, we adopt the SVM classifier to predict the signal.

1 System Model

The system block diagram is shown in Fig. 1. The pro-
posed system consists of three modules: modulation, de-
modulation and estimation.

Noise

Templates

Object
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Filter

I Modulation bank
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>|GLF I——IPCA |—>|SVM |

Demodulation

Estimation

Fig.1 System model

1.1 Modulation

The signal used to test our system is EBPSK, the mod-
ulated symbols g, and g _, can be given by

(1) = sin(2mwf,t + 6) 0<T<KT

sil= {sin(Zq-rfct) KT<T<NT
sin(2wf.1) 0<T<(K+r)T

gl(t)z{sin(2q-qfct+0) (K+r)T<T<(2K+r)T
sin(2xf, 1) (2K + rg) T<T<NT

where 6 is the modulating angle; T = N/f, is the temporal
length of a symbol, and parameter f, represents the carrier
frequency; and N is the number of carriers in a symbol; 7
= K/f, is the phase modulation temporal length; and r, is
the guard interval.

1.2 Demodulation

1.2.1 Filter bank and CWT
The composite signal at the channel output is given by

=84t pn

where 7 is i. i. d. standard Gaussian noise sample and p is
the noise standard deviation.

The major indicator of the communication system is the
bit error rate (BER). A filter module is used to enhance
the gap between the signal and noise, and 4 is the im-
pulse response of the filter module. The filter module
output is given as

y=z*h

where # is the convolution operation.

Time-frequency features indicate a two-dimensional en-
ergy representation of a signal in terms of the time do-
main and frequency domain. However, not all the meth-
ods are non-stationary compatible and suitable for time-
frequency quantification or non-stationary feature extrac-
tion purposes. In this study, we select CWT to represent
the signals. This representation is adaptive to signal non-

stationaries, providing a high time-frequency resolution
and it is robust to noise in the signals. CWT is the calcu-
lation of the cross covariance between the signal and the
wavelet function, which is shifted in time and stretched in
scale. Let ¢ be the wavelet function, and the CWT of the
signal y is given by

€= ) = lal g (220)

where the wavelet scalogram C is a matrix including the
information both in time and frequency; parameter a is
the scale factor, representing the frequency related
stretch; b is the shift factor in the time domain; and ¢, ,
is a wavelet function with zero mean.

1.2.2 Pretreatment

Mathematical functions which are defined in the time
domain and frequency domain have been usually used as
redundant reduction methods for time-frequency domain
features. Hence, the study of pretreatment for time-fre-
quency features has recently become an important issue in
classification.

The demodulation module receives the channel output
signal. After this, we transform the signal through the fil-
ter bank and the CWT to yield the wavelet scalogram.
There are significant differences between the wavelet scal-
ogram generated by the signal 1 and signal —1. Pretreat-
ment added in this module is used to further enhance the
gap between the two signals.

This paper uses the templates to restrain the noise fea-
tures. Let 7, and T, be the thresholds for L, and L,, re-
spectively.

The local features pretreatment methods are given by

.. 1 C(i,j)>T
Ll(l,]) :{O else ]
Ll C(ig)<T
L,(i.j) ={O - :

Some pretreatment methods are used in this section to
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enhance the global features. Since the signal is fixed with
the noise, we need to restrain the noise and sharpen the
signal information. The global pretreatment algorism in
this paper is expressed as

.. max(C) ..
Sl(l’])—max(C)_Tl(C(laJ)_T1>

..y __ min(C) ..
SZ(l’.])_min(c>_T1(C(l9.])_T2>

where max(C) and min(C) represent the maximum val-
ue and minimum value in matrix C, respectively.

1.3 Estimation

In this paper, we propose a GLF detection method to
extract global and local features from the matrix output by
the demodulation process. There are N =2 (m + 1) fea-
tures used in this paper. Most of them are local features,
and the local feature vectors reflect the features in each
scale and time. Small number features are global fea-
tures, and the global vectors represent the information
from the whole scalogram. The mathematical definitions
and the related works of these features are listed below.

The features in different scales are different, and each
scale carries important information concerning the local
feature characteristics. We extract 2m local feature vec-
tors in total. The top m feature vectors are extracted from
each scale of feature matrix L, , and the bottom m feature
vectors are extracted from each f scale of feature matrix
L,. The number of the highlighted sections can represent
the local features.

The calculation equations can be given by

vi = 2L1<l91)
i=1

Vi+m = sz(laJ>
j=1

where i =1, 2, m.
The global feature values v,,,, and v,,,,, are defined as

Vapr = 2, 2.8, (iyj) and vy, , = DY S, (i,j), re-
i=1 j=1 i=1 j=1

spectively.

The GLF detection method extracts the global and local
features for signals. In order to classify the signals effec-
tively, we use PCA to extract most of the variance of the
features. Then, we classify the signals based on the PCA
output with SVM.

2 Performance

In order to validate the proposed methodology of binary
signal classification introduced in Section 1, several simu-
lations are performed to compare the proposed system with
some existing algorithms. We compared our system with
SVM without the CWT method, and with three feature-ex-

traction methods ( GLF, global features and local fea-
tures ). Meanwhile, the adaptive wavelet introduced in
Section 1 is compared with other existing wavelets. All the
simulations are performed under the condition of AWGN.

In the experiments, we use the binary simulation mod-
el. We use carrier frequency f, =30 MHz and parameter
N =50 to represent the power spectral density of the EB-
PSK signal. We use guard interval r, =20, the modula-
ting angle 6 = 7 and sampling frequency f, =10 MHz.

It is essential to choose the mother wavelet to make the
easiest identification of the wavelet scalogram feature.
Existing wavelet functions are divided into five main
types: finite impulse response ( FIR) filter wavelets,
such as Haar, Daubechies (db), Coiflets ( coif) and
Symlets (sym) ; biorthogonal wavelets with a FIR filter,
such as bior splines ( bior) ; filter without FIR, but with
a scale equation, such as Meyer (meyr) wavelets; wave-
lets without FIR filter or scale equation, such as Morlet
(morl ) and Mexican hat ( mexh); complex wavelets
with a finite impulse and a scale equation, such as com-
plex Gaussian and Shannon. The selection of a particular
wavelet function depends on the scalogram features to be
extracted. Since the adaptive wavelet waveform can be
adjusted as requested, using an adaptive wavelet can
achieve superior results than existing wavelets.

Fig.2 shows the BER of the proposed system and the
SVM without the CWT method. It can been seen from
Fig.2 that the BER of the proposed method is 24 times
lower than the BER of the SVM-based classification
method with the SNR of -3 dB. Fig.3 shows the per-
formance comparison of the adaptive wavelet and other
existing wavelets. It can be seen from Fig. 3 that the
Morlet wavelet is more suitable to the EBPSK signal than
other existing wavelets, and the adaptive wavelet is better
than all the other studied wavelets. Fig. 4 compares the
BER performance when using the GLF extraction method
with using the global feature extraction method and local
feature extraction method. Fig. 4 shows that the BER
using the GLF extraction method is 13 times lower than
that when using the global feature extraction method and
24 times lower than the one using the local feature extrac-
tion method when the SNR is equal to -3 dB.
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Fig.2 Comparison of proposed algorithm and SVM without
CWT



Signal classification system using global-local feature extraction algorithm 435

10°1

10~
~ 1072
75|
M

107

10 —o—- Morlet

—— Adaptive wavelet
02029 =8 =7 %6 =5 4 3 =
SNR/dB
Fig.3 Comparison of wavelets
107
—+-GLF
. —o— Global features

102 —>— Local features
% 1073+
m

10~

105 . L . LY e

-10 -9 -8 -7 -6 -5 -4 -3 -2 -1l

SNR/dB

Fig.4 Comparison of GLF, global features and local features

3 Conclusion

We propose a binary signal classification system utili-
zing the CWT-based time-frequency features. In our sys-
tem, features are detected by the GLF extraction method.
The simulation results reveal that our system yields a low-
er BER compared with the SVM without CWT. The pro-
posed adaptive wavelet generates a lower BER than exist-
ing wavelets. In addition, we compare the proposed sys-
tem adopting the GLF extraction method with the system
using the global feature extraction method and local fea-
ture extraction method. Simulation results show that the
BER performance of the system using the GLF method is
better than the system using the global feature extraction
method and that using the local feature extraction method.
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