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Abstract: To achieve efficient and compact low-dimensional
features for speech emotion recognition,
reduction method using uncertain linear discriminant analysis is
proposed. Using the same principles as for conventional linear
discriminant analysis ( LDA), uncertainties of the noisy or
distorted input data are employed in order to estimate maximally
discriminant directions. The effectiveness of the proposed
uncertain LDA ( ULDA) is demonstrated in the Uyghur
speech emotion recognition task. The emotional features of
Uyghur speech, especially, the fundamental frequency and
formant, are analyzed in the collected emotional data. Then,
ULDA is employed in dimensionality reduction of emotional
features and better performance is achieved compared with
other dimensionality reduction techniques. The speech
emotion recognition of Uyghur is implemented by feeding the
low-dimensional data to support vector machine ( SVM)
based on the proposed ULDA. The experimental results show
that when employing an appropriate uncertainty estimation
algorithm, uncertain LDA outperforms the conventional LDA
counterpart on Uyghur speech emotion recognition.
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a novel feature

peech is one of the most effective ways of human-
computer interaction in the era of artificial intelli-
gence. Therefore, in the human-computer interaction sys-

1 . .
U in order to make the machine understand human

tem
emotion, the identification of the emotional state in the
speech signal becomes increasingly important.
emotion recognition ( SER) involves several different
fields, including speech signal processing, pattern recog-
nition, machine learning, psychology, and so on.

For SER, it is generally regarded as the default method
for capturing paralinguistic information to generate a sin-
gle high-dimensional representation of an utterance from a
set of underlying low-level acoustic descriptors. Previous

Speech

Received 2017-05-17, Revised 2017-08-30.

Biographies: Tashpolat Nizamidin (1988—), male, graduate; Zhao Li
(corresponding author), male, doctor, professor, zhaoli@ seu. edu. cn.
Foundation item: The National Natural Science Foundation of China
(No. 61673108, 61231002).

Citation: Tashpolat Nizamidin, Zhao Li, Zhang Mingyang, et al. Emo-
tion recognition of Uyghur speech using uncertain linear discriminant
analysis[ J] . Journal of Southeast University ( English Edition), 2017, 33
(4):437 —443. DOI: 10.3969/j. issn. 1003 —7985.2017.04. 008.

investigations consistently demonstrate the usefulness of
this technique when applied to a range of different SER
problems.

Dimensionality reduction is frequently used in the pre-
processing stage to make the input data more suitable for
modeling. Linear discriminant analysis (LDA)"' is one
of the simplest and most popular transforms to enhance
class separability for multi-dimensional observations.
Conventional LDA assumes that each class follows a nor-
mal distribution and classes share the same covariance
structure. Although these assumptions do not generally
hold in practice, the conventional approach and its vari-
ants have been found useful in many applications inclu-
ding automatic speech and speaker recognition. When the
dimensionality of the data becomes comparable with the
number of samples per class, the sample covariance esti-
mation becomes unstable. Regularization and Bayesian
estimation of covariance models have been discussed in
exiting literature to overcome this issue. It is also possible
to obtain a nonlinear class separation using subclass dis-
criminant analysis and the kernel trick in LDA. When
each class is composed of several partitions, subclass dis-
criminant analysis aims to maximize the distance between
the class means and the subclass means in the same class
at the same time.

Compared to the principal component
(PCA)™', class-dependent dimensionality reduction is
expected to be more effective in modeling classes. The
extension of LDA includes heteroscedastic LDA, quadrat-
ic discriminant analysis, and mixture discriminant analy-
sis. A distance preserving dimensionality reduction trans-

analysis

form maps the D-dimensional data samples to a d-dimen-
sional space (d < D), which means that nearby data sam-
ples are mapped to nearby low-dimensional representa-
tions. Considering K as the number of the classes in a
dataset, the selection of less than K — 1 dimensions in
LDA for data projection does not guarantee preserving the
distance between classes from a classification perspective
for K >2.

In this paper, we address the task of finding linear dis-
criminant directions, using a probabilistic description
instead of a point-estimation for an observation. We
achieve such a probabilistic description by using so-called
observation uncertainties. In this approach, the feature
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extraction process outputs the point-estimation of a feature
vector along with an uncertainty. The point-estimation is
assumed to form a Gaussian mean, while the correspond-
ing variance is set as the estimated uncertainty. Through-
out this paper, we note this process as an uncertain obser-
we utilize uncertain LDA ( UL-
DA)™ to account for the observation uncertainties in esti-
mating scatter matrices for LDA.

Based on the Uyghur speech emotion database, we set
up a benchmark for Uyghur speech emotion recognition
which involves a set of SER tasks in various training/test
Additionally, the dimensionality reduction
technique ULDA (‘uncertain linear discriminant analysis)
is applied. We provide the complete data description,
system architecture, experimental set-up and evaluation
performance. These can be used as a full reference for
Uyghur speech emotion recognition research.

1 Algorithm

vation. Accordingly,

conditions.

Dimensionality reduction techniques are widely applied
in speech emotion recognition research, such as PCA,
LDA, locality preserving projections (LPP)"', local dis-
criminant embedding (LDE)'”', graph-based Fisher anal-
ysis (GbFA)""" and so on. It is important to note that
these methods do not solve recognition and hypothesis
testing problems directly, and they are used as a pre-pro-
cessing stage to reduce dimensionality. A conventional
SER task requires a large number of features;
should use an efficient dimensionality reduction technique
to deal with this high-dimensional case. In this paper, we
applied uncertain linear discriminant analysis (ULDA) to
dimensionality reduction.

hence, we

1.1 Conventional LDA

Let X=x,,x,, ...
each sample belonging to one of K classes and partitio-
ning the data into clusters C,, C,, ..., C,. The conven-
tional LDA aims at finding a linear transformation of
those features that can maximize the separability of the
clusters.

, X, be a set of L samples ( features),

Each class is assumed to be Gaussian distributed
and has the same Gaussian covariance structure. In order
to find the discriminant directions, we first calculate the

sample mean g and class mean g, as

1 L
p=2 (1)
1
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ETCT & @

where | C f | is the cardinality of class k. Next, the with-
in-class Sy, and between-class scatters S, are given as
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The optimization problem is then solved by maximizing

the Fisher-Rao criterion!'™ as
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{w,w,, ... } (5)

Bon) =] ety

where W,(i =1,2, ..., K-1) is the i-th eigenvector cor-
responding to the i-th eigenvalue A,, which is obtained by
solving (S, - A,S,, )W, =0. The optimal projection matrix
W* is formed by putting d eigenvectors (d<K - 1) cor-
responding to the largest eigenvalues together and the new

representation of features is given by

Y=W'"X (6)
where Y =y,,¥5,, ..., ¥,.
1.2 Uncertain LDA

ULDA is proposed for the case that the input data is
available in the form of posterior distributions as X =x,,
x,, ...,x,, where each x, e R” is described by a respec-
tive probability density function f,, (x,) with I as the
available information. The conventional LDA can deal
with this type of data by only using the first-order statis-
tics as x, =u,
and within-class scatter matrices S, and S,,. ULDA is de-

= E(x,) and continue to calculate between-

veloped in such a way that uses the second-order statistics

of x, Y, =cov(x,) when calculating the ex-
pected scatter matrices S, and S,,. The eigenvectors cal-
culated by employing expected scatter matrices are
deemed to be more representative of variability in X com-
pared to those obtained by considering X = E(X | I). This
claim is tested by the application of speech emotion rec-
ognition in this paper. In the following, we describe how
to find expected scatter matrices.

For the sake of tractability, we assume that posterior
distributions of observations are Gaussian as x, | I ~N(u,,
3,), which can be fully described by the first- and second-
order statistics. In the following derivations,
the fact that the sum of Gaussian variables is another
Gaussian variable. By applying this principle, we obtain

g\uw(%gu“ LLZE) (7)
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Next, we find the distribution for the sample mean de-
viation §,, and the class mean deviation §, as

we rely on

0y =X, — =0, ‘ I~N(E(8), cov(dy, 6,))

1
E(6,) =p, - ‘ C ‘ zzc' My
k cC,

2
\C\

cov(dy, 8,) =3, - 2 0O

2
‘C ‘ fec,

O, = — =0, ‘ I~N(E(8,), cov(8,,8,))
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E(8,) =

L
10
\c g”' (10)
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where we need to take into account the correlation be-

Cov(ék’ ék) =

N}

tween the mean and each sample. To calculate S, and

~

Sz, we just need to apply the linearity of the expectation
operator so that

k=1 leC,
K
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leading to
~ K
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Sy + W Yy s (13)
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Se=S,+ 3. 1C.[cov(g,, 8,) =
k=1
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By removing uncertainties, i.e., setting 3, =0, the pos-
terior description of features becomes a Dirac delta func-

tion centered on x, and hence S, =S, and S, =S,.

By using §W and §B in Eq. (5), the ULDA transform is

found to be W* and the low-dimensional uncertain obser-

vations ¥ =y,,y,, ..., y, are obtained by Eq. (6) with w*
replacing W*. All y, e R/(d < D) are then passed to the
next steps of the classifier.

2 Uyghur Speech Emotion Database

At the INTERSPEECH conference, the Berlin Institute
of Technology published a German language emotional
speech database EMO-DB'"'. McGilloway et al." recor-
ded the Belfast emotional database. The Institute of Auto-
mation of Chinese Academy of Sciences published a Chi-
nese speech emotion database CASIA. However, these re-
lated works have not focused on investigating emotion rec-
ognition in Uyghur speech. The Uyghur language is main-
ly used in Xinjiang, the Uyghur autonomous region of

China. It is one of the most important minority languages
of China. The Uyghur language belongs to the Altaic Tur-
kic family of the west Hungarian branch, and its grammat-
ical structure belongs to agglutinative type'”. In view of
this research gap, this paper established a Uyghur language
speech emotion database (UYGSE-DB). The database has
been collected and tagged with six basic emotional states,
such as neutral, angry, happy, fear, sadness,
prise.

and sur-

2.1 Characteristics of Uyghur language

The Uyghur language is agglutinative and syllabic in
nature, which means that each syllable contains a vowel
and is surrounded by consonants.
occur in the pattern [ CC] V[ CC],
vary from zero to two. A word can be formed using one
or more syllable. The agglutinative nature of Uyghur re-
sults in many different patterns that create many lexical
variations.

Most Uyghur syllables
where consonants can

Each word may consist of a stem or root, and
resulting
in a very systematic but complicated morphology. Uyghur
is a one letter one pronunciation language which is not
common in English. For example, the alphabet “b” is not
pronounced in word “debt” in English, but such a case
would not appear in Uyghur. So, Uyghur has a high level
of transcriptional ambiguity.

one or more suffixes in different combinations,

2.2 Uyghur speech emotion database

The emotional corpus is the basis of speech emotion
analysis, and the quality of the database directly affects
all aspects of the recognition system,
traction and emotion modeling. In this paper, we collect-
ed the Uyghur emotional speech and made an Uyghur
speech emotion database. Ten native Uyghur speakers (5
female and 5 male) simulated six emotions, producing 10
Uyghur utterances ( frequently used sentences in daily life)
which are interpretable in all applied emotions. This data-
base contains 600 sentences ( six emotions x ten speakers
x ten sentences). The collection step is shown in Fig. 1.

such as feature ex-

Design of Uyghur text

|

Choosing the emotions

!

Choosing the speakers

!

Checking the record

!

Listening and tagging the record

Fig.1 The flowchart of emotional speech data collection
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Our emotional corpus is collected by the acting of emo-
tions. First, we design the non-emotional tendency text
(10 sentences) as shown in Tab. 1. The UYGSE-DB was
recorded by native Uyghur students with six target emo-
tions. Considering the gap of the different gender’s ex-
pression of emotion, we select 5 female and 5 male per-
formers in the recording. The performers are twenty to
thirty-five years old.

Tab.1 Part of the Uyghur text

Text number Uyghur sentences

I Y S Gl

English sentences

No kidding!

s sSsicsh aad What do you need?
s e 085 It is snowing today.

25 e S )y s
oS o (xS a8l 5eslS

We need help

[V N S I 8]

Erkin is coming.

The collected target emotions include six basic emo-
tions: happy, sadness, fear, surprise, anger, and neutral.
These six basic emotions are widely used in other corpus,
such as EMO-DB and CASIA"". We collected and pro-
duced the corpus with six kinds of emotion, which is con-
ducive to the future of cross language comparison study.

We chose the recording environment in a quiet labora-
tory. Hardware devices for recording include a high per-
formance computer, a SONY recording pen, a listening
headset, etc. The recording set-up is single channel, 16
bit sampling accuracy, 48 kHz sampling rate and PCM
encoding. In each recording, data validity was checked
and recorded once again instead of the poor quality voice.
In order to correct tagging of the emotion class, we chose

another ten native Uyghur listeners to distinguish the emo-
tional class of the utterances, and the average listening
ear recognition rate reached 93.7% and the confusion
matrix is shown in Fig. 2.

0.00 4

Anger ekeli} . 5 0.80
éNeutral 0.00  0.70
kS
E oy 130 0.00
B
2 Fear 94.60 3.20
O
= Surprisel 320 0.00  2.60 90.60

Sadnesst 6.50 320 0.00 4.50

Heard emotions by human ear
Fig.2 Confusion matrix of Uyghur speech emotion recognition
in listening experiment

3 Emotional Feature Analysis on Uyghur

In this paper, we use the Hamming window to segment
the speech signal into frames. In order to maintain the
smoothness between frames, we set half of the frame
length for overlapping.

In the time domain, waveform can also be found in the
characteristics of Uyghur speech emotions, which is
shown in Fig. 3. Happy emotion speech has a short dura-
tion time and faster speech rate than neutral in Uyghur
speech using the same text. The variation of sound inten-

sity is also distinguished by the emotional state.

087 0.8F 0.8
0.6+ 0.6 0.6+
0.4 0.4+ 0.4}
g 02 g 02 g 02}
S = 2
E-02 g o2 %02}
-0.4 -0.4 0.4}
-0.6 -0.6 -0.6-
B e S o e S B e A A
Sampling point/10* Sampling point /10"
(a) (¢)
0.8 0.8¢ 0.8-
0.6} 0.6F 0.6r
0.4} 0.4F 0.4
g 02} g o02f g 02
= ow = OW 2 0
5 -0.2+ g -0.2r E -0.2+
—0.4f -0.4F ~0.4}F
-0.6f -0.6f -0.61
S s e soton i T3 A4S 658010 T 2345678 910
Sampling point /10* Sampling point/10* Sampling point/10*
(d) (e) (H)
Fig.3 Comparison of the time-domain waveform under six emotions on Uyghur. (a) Anger; (b) Fear; (c) Happy; (d) Neutral;

(e) Sadness; (f) Surprise
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Fundamental frequency (pitch) is one of the most im-
portant speech characteristics. FO is related to the vocal
cord and it reflects the emotional changes of human
voices. We analyze the FO feature on the same Uyghur
text, as shown in Fig. 4. From the figure, we can find
that the FO feature is effective for acquiring emotional in-

formation in Uyghur speech. In addition, we fixed the
contents of the Uyghur text, thus excluding the effects by
phonemes. It is clearly observed from each FO curve for
different emotions that compared with neutral and sad-
fear, surprise and happy

ness, the FO curves of anger,

vary within a wide range.

600, 600 600 -
500k 5001 5001
N 400 = 400k = 400]
5 B =
g 300F £ 300+ 5 300+
= = =
g 200r 2 200} 52004
S = S5
1001 100+ 100+
0 0 1 1 Il 1 J
0 100 14 100 140 180 220 20 60 100 140 180
Frame Frame Frame
(a) (b) (c)
600r 6001 600+
500 500+ 500k
EN 400+ g 400+ g 400F
5 300 5'300} 2 300}
g 2 5
& 200} 3 200f S 200
= = =
100f 100F 100F
Ot 0 0
20 100 140 180 220 260 100 140 180 220 ]00 140 180 220
Frame Frame Frame
(d) (e) ()
Fig.4 The variation of the pitch contour under six emotions on Uyghur. (a) Anger; (b) Fear; (c) Happy; (d) Neutral; (e) Sadness;
(f) Surprise

The formant frequency is an important acoustic feature.
It is widely used in speech recognition and speaker verifi-
cation. Therefore, we analyze the 1st, 2nd, 3rd and 4th
formant of Uyghur emotional speech signals. Then we
can perceive that each emotion has different formant dis-
tribution in Uyghur emotional speech.

In general, prosodic and formant related features can
reflect the emotional variation on Uyghur language.
Thus,
emotions in speech.

However, a variety of languages and cultures will bring
Referring to the domestic and foreign

it is a more effective feature to distinguish the

some differences.
research on the speech emotion recognition, we use 998
features to represent the emotions in the Uyghur speech
emotion corpus.

4 Experiments

Fig. 5 shows each step of the Uyghur speech emotion

recognition task. First, the open-source openSMILE tool-

12 . .
1% is used for feature extraction. The features are ex-

box
tracted as 19 functionals and 26 acoustics low-level de-
scriptor (LLD) 13 with the first-order difference and sec-
ond-order difference, and the total number of features is
988 (26 x19 x2), as shown in Tab.2 and Tab. 3.

To guarantee speaker independence, the whole data set
is separated into 10 parts according to 10 speakers ( five
female and five male). At each time step, 4 speakers
(two female and two male) are left for testing and the
other 6 speakers are combined for training and form a 9-
fold cross-validation'"" .

The ULDA dimensionality reduction algorithm shows
better performance compared with other techniques such
as PCA and conventional LDA. The best average recogni-
tion accuracy on the Uyghur six emotion classification
task was achieved using the ULDA + SVM algorithm, as

shown in Tab. 4.

Feature extractor:
Database: ature

emotion corpus

Uyghur speech [—

Acoustic feature
extraction (988
features)

Dimensionality
reduction: PCA
LDA, ULDA

Classifier: Sr;lgi?(;];he
= SVMtrain |
. label of the
and predict
utterances

Fig.5 Flowchart of the Uyghur speech emotion recognition system
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Tab.2 Acoustic descriptors

Descriptor Number
Intense 1
Loudness 1
MFCCI1-12 12
LSP 0-7 8
ZCR 1
Probability of voicing 1
FO 1
FO envelope 1
Total 26
Tab.3 Statistical functionals
Functionals Number
Max, min, and range 3
Relative position of max and min 2
Arithmetic mean 1
Linear regression coefficients and corresponding 4
appoximate error
Standard deviation, skewness, kurtosis 3
Quartiles and inter-quartile ranges 6
Total 19

Tab.4 Average recognition accuracy on Uyghur speech emo-
tion database

Algorithms Accuracy/ %
PCA + SVM 42.08
LDA + SVM 44.17
Proposed ULDA + SVM 48.75

5 Conclusions

In this paper, we present a Uyghur emotional database
with basic emotions to analyze the emotional states in Uy-
ghur speech. The emotional utterances are produced by
Uyghur native speakers. Then, we propose a novel ap-
proach for coping with observation uncertainties in deri-
ving an optimal linear discriminant feature transform.
This so-termed uncertain LDA takes the probabilistic de-
scription of observations into account in finding the most
discriminant directions. Compared to the existing algo-
rithms, the proposed ULDA can effectively represent the
emotional features in Uyghur speech. Our experiments in-
dicate that by employing an appropriate uncertainty defi-
nition and a reliable uncertainty estimator, the Uyghur
speech emotion recognition can be improved further when
equipped with uncertain LDA.
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