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Abstract: For the cloud computing system, combined with the
memory function and incomplete matching of the biological
immune system, a formal modeling and analysis method of the
cloud computing system survivability is proposed by analyzing
the survival situation of critical cloud services. First, on the
basis of the SAIR ( susceptible, active, infected, recovered)
model, the SEIRS(susceptible, exposed, infected, recovered,
susceptible) model and the vulnerability diffusion model of the
distributed virtual system, the evolution state of the virus is
divided into six types, and then the diffusion rules of the virus
in the service domain of the cloud computing system and the
propagation rules between service domains are analyzed.
Finally, on the basis of Bio-PEPA ( biological-performance
evaluation process algebra), the formalized modeling of the
survivability evolution of critical cloud services is made, and
the SLIRAS ( susceptible, latent, infected, recovered,
antidotal, susceptible) model is obtained. Based on the
stochastic simulation and the ODEs ( ordinary differential
equations) simulation of the Bio-PEPA model, the sensitivity
parameters of the model are analyzed from three aspects,
namely, the virus propagation speed of inter-domain, recovery
ability and memory ability. The results show that the proposed
model has high approximate fitting degree to the actual cloud
computing system, and it can well reflect the survivable
change of the system.
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survivability;

urvivability refers to the capability of a system to
fulfill its critical services in a timely manner when
the system is subjected to external attacks, such as viruses
or internal failures'". Cloud computing is a new type of
distributed network service computing model™. A cloud

Received 2017-09-16, Revised 2017-12-19.

Biography: Zhao Guosheng (1977—), male, doctor, professor, zgswj
@ 163. com.

Foundation items: The National Natural Science Foundation of China
(No. 61202458, 61403109), the Natural Science Foundation of Hei-
longjiang Province of China (No. F2017021), Harbin Science and Tech-
nology Innovation Research Funds(No.2016RAQXJ036) .

Citation: Zhao Guosheng, Ren Mengqi, Wang Jian, et al. Modeling
and analysis of cloud computing system survivability based on Bio-PEPA
[J]. Journal of Southeast University ( English Edition), 2018, 34(1):
21 —27.DOI: 10. 3969/j. issn. 1003 —7985.2018. 01.004.

computing system can provide a variety of trusted critical
services for users. Therefore, it is extremely important to
ensure that the critical services in the cloud computing
system one executed continuously when the system is sub-
jected to external attacks or internal failures. Recently,
domestic and overseas scholars have conducted large-scale
research on survivability, and the main research areas in-
clude the formal modeling, survivability enhancement
technology, survivability analysis, test and evaluation, etc.

Chang et al. " proposed a solution for the virtual sys-
tem survivability model, in which the continuous time
Markov chain is used to analyze the service survivability
after its failure. Using the proposed solution, the viability
of the system can be quantitatively assessed. Jin et al. ™
considered the survivability of each node, the deletion of
links and nodes determined by the survivability of the
nodes, a survivable topology evolution model based on
the wireless sensor network was proposed. Through this
model, the survivability of the node can be analyzed.
Zhou et al. "' proposed a method to predict survivability
according to a large amount of log audit data of the sys-
tem, and used a quantitative method to analyze the sur-
vival ability of the system over a certain period of time.
Alobaidi et al.' also proposed a quantitative analysis
method based on the smart grid, which described the
changes of the system state and the decline conditions in
its service performance, in order to maintain the highest
system survivability during the recovery process.

The above studies analyzed the survivability of the sys-
tem or critical service by models which can quantitatively
analyze the survivability, and then clearly depict the
changing process of the survivability. However, their
studies did not consider the dynamic impact conditions of
the system survivability, such as external attacks or inter-
nal failures in the actual system operation.

In summary, based on the features of the biological im-
mune system'” ', on the basis of the SAIR model", the
SEIRS model"” and the vulnerability propagation model
of distributed virtualization''", the survivability evolution
model of critical cloud services in the cloud computing
system is obtained.

1 Bio-PEPA Syntax

Bio-PEPA ( biological-performance evaluation process
algebra) combines some features of biological network
and is well suited to describing the spread of the virus
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within a cloud computing system and the survivability
evolution of critical cloud services. The basic semantic
expressions are as follows!” ™

S:: =(a,y) op S| S+S|Constant | S@ L (1)
op::=1[110 (2)
P:: =P >G<1P\S(x) (3)

The meanings of the basic expressions are shown in
Tab. 1.

Tab.1 The meanings of Bio-PEPA basic expressions

Character Representative meaning
N Species component
P Model component
a Action
v Transition rate
+ Choice between species S
Constant Constant
S@L Component L in position §
op The role of S in the reaction
! S as a reactant
1 S as a generator
O] General modification
> Cooperative operator
G A set of actions that must be synchronized during co-
operation
X The number of initial components

Approximate steady-state probability is the ratio of the
number of units to that of components, after the model
reaches a certain stable state. Hypothesis X = {x,, x,, ...,
x, }, x; is the number of components in the system, N, is
the number of components. For any positive integer i(0
<i<n), the approximate steady-state probability of type
i component is

X.

' (4)

total

. =

"N,

Kinetic law vector V,, is composed of the universal set
of reaction rate f,, and

fio= 6 T Neseion (5)

where N

reaction;

represents the number of reactants. As pre-
viously mentioned, X is the number of components and it
satisfies the ordinary differential equation:

dax

ar |, ~EVa (6)

Due to the length of the paper, we will not elaborate
more than is needed. Refs. [12 —13] introduced the solu-
tion and derivation process of Bio-PEPA in detail. Ref.
[ 14] introduced Bio-PEPA Eclipse plug-in syntax and
modeling terminology.

2 Evolution Model of Survivability Situation

The survivability of critical cloud services in the cloud
computing system 1is inevitably affected by the propaga-

tion of the virus. We first classify the survivability of key
cloud services, and then study the impact of virus propa-
gation in intra-domain or inter-domain. Finally, we ob-
tain the evolution model of survivability.

2.1 Classification of survivability situation

Referring to the model of SAIR and SEIRS virus prop-
agation, and the diffusion model in the distributed virtual
system of vulnerability, the survivability of key cloud
services is abstracted into 6 states: The susceptible state
S, the latent state L., the latent state L, the infection
state I, the recovery state R and the immune state A. By
default, the latent virus is not activated or executed, so it
is not infectious and can be obviously distinguished from
the virus in the infected state. The specific states are as
follows:

1) S represents that the nodes are not infected with the
virus, but they have the possibility of infection.

2) L, represents that the nodes contain the latent virus
and have been detected.

3) L, represents that the nodes contain the latent virus
but have not been found.

4) I represents that the nodes are infected with the virus
and the virus has performed its part or all of predefined
functions.

5) R represents that the nodes are infected, but the vi-
rus has been cleared. The nodes may be transformed into
S or A.

6) A represents that the nodes are infected and the virus
has been cleared, but the nodes have immune function to
the virus or similar virus.

The state set of all nodesis W={S, L., L., I, R, A},
and the virus in the latent state and the active state forms
the state set of virus as L, = {L,, L., I}. In order to fur-
ther facilitate the description, we define the nodes in the
state Z e W as component Z.

2.2 Intra-domain propagation rules

Compared with inter-domains, viruses are more likely
to be propagated in intra-domains, and therefore, we first
consider the simplest case, which is the impact of viruses
propagation in intra-domains. Intra-domain propagation
rules of virus are as follows:

( Propagationl ) :

1) (linkl)S + I—21I:The component I spreads the vi-
rus to component S through the connection, and the virus
is active.

2) (link2) S +I—L, +I; The component I spreads the
virus to the component S though the connection. Now the
virus is in the latent state and has been found.

3) (link3)S + I—L_ +I: The component I spreads the
virus to the component S though the connection. Now the
virus is in the latent state and has not been found.

4) (activationl ) L,—I; The latent virus in the compo-
nent L, is activated.

5) (activation2) L —1I; The latent virus in the compo-
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nent L, is activated.

6) (recoveryl )L ,—R: The latent virus in the compo-
nent L, is cleared.

7) {recovery2)I—R: The latent virus in the compo-
nent / is cleared.

8) (memory)R—A; Component R is transformed into
component A by the memory function after virus clearance.

9) (insecurel ) A—S: Component A is transformed into
component S.

10) (insecure2) A—L,; Component A is transformed
into component L,.

The virus propagation set is Propagationl = | linkl,
link2, link3, activationl , activation2 , recoveryl , recover-
y2,memory, insecurel , insecure2|. The rate of change
for each reaction ( propagation rule) is recorded as r_,
where o € Propagationl. Assuming that the number and
type of components are fixed within a certain period of
time, recording the total number of components as N, the
number of components S, L,, L., I, R, Aasn_, n,,
n,. The reaction rate f, of each reaction satisfies

ro a

n

co

n.,n

i
Sima = T 87 5 S = Tina e s fima = Fina 17
Sactivationt = Tactivationt e » Jctivationz = Factivationz e T
.frecoveryl = rrecuveryl nenr > ‘frecoverﬂ = rrecoveryZninr

fmcmory - rmcmorynanr ’ finsccurcl = Tinsecurel 11572,

f‘insecurez -

rinsecureZ ne na

2.3 Inter-domain propagation rules

Assuming that the system is divided into n service do-
mains, let the domain set be K = {location, , location, , -+,
location, | , |K| =n, location, , location; € K, location, #
location, , which represent different service domains. The in-
ter-domain propagation rules of virus are as follows:

(Propagation2 ) :

11) (linkl ) S@ location, + /@ location,—/@ location,
+ /@ locationj; The component / in service domain loca-
tion; propagates the virus to the component § in service
domain location, by connecting and the virus is activated.

12) (link2,)S@ location, + /@ location,—L_ @ locatio-
n, + /@ location; : The component / in service domain lo-
cation; propagates the virus to the component S in service
domain location, by connecting, and then the virus is in-
activated, and it can be recognized by the system.

13) (link3,) S@ location, + /@ location,— L @ loca-
tion, + /@ locationj; The component [ in service domain
location; propagates the virus to the component § in serv-
ice domain location, by connecting, and then the virus is
inactivated, but it cannot be recognized by the system.

The rate of virus transition between location, and loca-
tion; is 1y s Time y@0d 7yys ;- The number of compo-

nents S in location, is ng, The number of compo-

location _i *

nents / in location, is n,, The reaction rate of f, ful-

location _j *

fils the following rules:

Sk i = Tiink1_ij" s@1ocation_i"V 1@ tocation j

f]inkz,ij = Tinkz _ij" 5@ tocation i " 1@ location _j

‘f]ink3 i = rlink} ,ijnS@ location ,inl@ location _j

Especially, if there is no virus propagation relationship

between two service domains, 7y, = o 5 = Fims 5 = 0-

2.4 Formal description of Bio-PEPA model

The impact of virus propagation on the survivability of
critical cloud services can be represented by the state tran-
sition of cloud service nodes. The SLIRAS model is
shown in Fig. 1.

<insecurel> <memory>
A
<recoveryl>
i
A
i <recovery2>|
g <link1> I Ty R
~ O
112/(3_; Lc /_‘b&\\“b&\

Fig.1 SLIRAS model

Based on the SLIRAS model, the survivability evolu-

tion process of critical cloud service can be formally de-
scribed by Bio-PEPA as follows:

S@ location, 2 linkl,,1) | S@ location, + (link2,,1) |
S@location, + (1ink3,,1) | S@location, + (insecurel,,1) T

i»1) | S@location, +

S@ location, + Y (linkl
J

;»1) | S@location,

J

Y, (link2,,1) | S@location, + Z (1ink3

1@ location, = (linkl,, (1,2)) ©I@ location, +
(link2,, (1,1)) ©I@ location, + (1ink3,,(1,1))

© 1@ location, + (activationl,,1) 1 I@ location,
+ (activation2,,1) 1 1@ location, + (recovery2,,1) |

1@ location, + Y (linkl,,1) T @ location,

Ji

J
L. @ location, 2 link2,,1) 1 L,@ location, +
(activationl,,1) |

L,@ location, + (recoveryl,,1) | L @ location, +
(insecure2,,1) 1

S@location, + Y, (link2;,1) T L,@ location,
7

o
L. @ location, 2 link3,,1) 1 L,@ location, +
(activation2,,1) |

1) T L,@ location,

Jio

L, @ location, + » (link3
7

R@]location, z (recoveryl, 1) T R@Ilocation, + (recovery2,,1) T
R@ location + ( memory,,1) | R@ location,

A@ Jocation, Z (memory,,1) T A@ location, +
(insecurel,,1) | A@1location, + (insecure2,,1) | A@location,
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If there is no virus propagation between two service do-
mains in the model, the corresponding transition rate is ze-
ro. Based on this model, we can analyze the impact of vi-
rus diffusion on the survivability of critical cloud services.

3 Simulation Analysis

Since the model contains many parameters, these pa-
rameters have a certain influence on the stability and ra-
tionality of the model. Therefore, the section will select
some quantitative indicators, and briefly analyze the in-
fluence of virus propagation in intra-domains and inter-
domains on the viability of critical cloud services, then
compare them with the simulation test results.

3.1 Saurvivability assessment index

The section refers to the existing research results in the
field of survivability situation assessment " "*'. Two indi-
cators are proposed to assess the survivability situation of
key cloud services: peak service quality index P  and
steady-state service quality index 7,. Let p € W represent
the type of component, location represents the service do-
main.

Definition 1( peak service quality index P,) The in-
dex is the maximum ratio of the number of components in
the L, collection to the number of all components in the
service domain, at the time 0 <f< + o ,

P, = max {L 2 z 7@ 1ocation (1) }

total location pelL,

(7)
Where 7, 40, 1 the number of components P in the serv-
ice domain location; N, is the number of all components
in the domain.

Definition 2 ( steady-state service quality index 7, )
The index is the sum of approximate steady state proba-
bilities of various types of components in L collection
when the number of viruses in the service domain reaches
a certain amount, in other words, it will no longer in-
crease or decrease, and achieve a certain steady state .

(8)

total

m, = Z Z W[)@]ocalion

location pelL,

Where 77 ,q cuion 18 the approximate steady-state probability
of component P.

P, mainly measures the maximum range of virus spread
in the system, while 7, characterizes the long-term poten-
tial impact of viruses on the system survivability''" .
Next, we will analyze the impact on the survivability of
key cloud services on the basis of the above two indices

from the scope and trend of virus propagation.
3.2 Example selection

In a cloud computing system, survivability may be
changed by virus propagation in a service domain or any
two service domains. In order to highlight the core of the
problem, reduce the complexity caused by the interfer-
ence of other uncertainties and the differences between
different service domains, we only select one of the simp-

lest examples, as shown in Fig.2.

Propagation

Fig.2 A simple example of survivability evolution

Let location, and location, represent service domains
that contain several critical cloud services, respectively.
The initial state of location, contains all kinds of compo-
nents, and all components in location, are susceptible to
infection at the initial time. Virus diffusion may be pres-
ent in the internal components of location,; meanwhile,
location, propagates the virus to location, through the
connection. The example also includes survivability situa-
tion change caused by virus propagation in intra-domains
or inter-domains.

Assuming that there are N nodes, the probability that a
node which has been infected by the virus propagates the
virus to another node is 1/N, that is r,,, =1/N. At the
same time, due to the existence of latent viruses in node
L, and L_, the probability of the two nodes being infected
by the virus will be very high, that is r,, =7 =10 x
1/N. The virus propagation probability of inter-domains
may be smaller than that in intra-domains. We assume
that the virus propagation rate of inter-domains is 1/10
that of intra-domains. In order to reduce the contrast be-
tween different service domains, highlight the difference
between intra-domain diffusion and inter-domain diffu-
sion, assume that the rate of virus propagation in locatio-
n, and location, are the same. The parameters are shown
in Tab. 2.

Tab.2 The values of each parameter in the model

Parameter Value Parameter Value
Tactivationl 0.10 Tinsecurel 0.10
Tactivation2 0.50 Tinsecure2 0.05
Trecoveryl 0.10 Tlink1 _12 1/lorlinkl
Frecovery2 1.00 Tink2 _12 1710750

" memory 1.00 Tink3 _ 12 1/1Orlink3

This paper uses the Bio-PEPA Workbench and the Bio-
PEPA Eclipse plug-in to solve the model. The test envi-
ronment is Windows 7, 64 bit processor, dual-core CPU,
2.4 GHz and 8 GB RAM.

It needs to be explained here that because our model
adopts a formal description method, it is suitable for any
given system or instance, so that the selection of in-
stances is not the only one.

3.3 Simulation experiments

In order to test whether the proposed model is reasona-
ble, we used the stochastic algorithm to simulate the real
system and compare it with the ODEs simulation. Assum-
ing that the number of all components in the two service
domains is 200, and the initial values of N, N, N_, N,,
N,, N, are, respectively, (50, 10, 10, 10, 10, 10) and

(100, 0, 0, 0, 0, 0). The Gillespie random algo-
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rithm""*’ was used to select 10 000 groups of random da-
ta, and the error is set to be 1 x 10 ™. The final compari-
son maps are shown in Fig. 3 and Fig. 4.

Stochastic simulation:—=—S; ——L; ——L; ——I; ——R;——A4
ODEs simulation:—— S L ---L3 =5 Ry ----4
50

A,
AA ,JA.‘-“-‘V.A.A. jals
ol '/

>
(=

w2
(=

33
(=

(=

Number of components
in location

o

20 30 40 30 60 70 80 90 1
tls
Fig.3 The comparison of stochastic simulation and ODEs sim-

ulation in location,
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- LC; ey e Ry----A

ODEs simulation:—— S; L -
1101
100
90
80
70
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50
40
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20
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Number of components
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Fig. 4 The comparison of stochastic simulation and ODEs sim-
ulation in location,

As shown in Fig. 3, at the beginning, there are some
infection state nodes in location,, and many nodes are
susceptible to being infected. Virus propagation in intra-
domains will first occur, and therefore, the number of
components in L, generally rises and fluctuates greatly.
Later, due to the increase of memory state nodes and in-
complete matching, latent state nodes L, also increase rel-
atively. However, they are much faster to repair than sus-
ceptible state nodes. Finally, the recovery state nodes and
the latent state nodes L. fluctuate within a certain range,
when infection state nodes decrease and approach O; other
components gradually show a steady trend.

In Fig. 4, the initial state of location, is susceptible to
being infected and there are no infection state nodes. After
being affected by the virus propagation in location,, the
susceptible state nodes in location, will rapidly decrease
and will be transformed into latent state nodes L and infec-
ted state nodes. In the process of repairing infected state
nodes, memory state nodes will increase slowly. Mean-
while, the number of components in L, rises and gradual-
ly decreases after reaching their peak value. Finally, all
components will achieve a relatively stable state.

The comparisons of the two graphs show that the initial

conditions of the two service domains are different, and
the evolution process of the survivability state and the fi-
nal results are also different. In location,, P, =0.37, 7,
=0.22; in location,, P, =0.39, 7, =0.24. As a re-
sult, compared with location,, location, shows that the
range of viruses propagation is wider and the impact time
on service domains is longer.

3.4 Model analysis

3.4.1
One of the main factors that affect survivability is the

The effect of inter-domain virus propagation

virus propagation within service domains. In this paper,
the virus transmission rate of inter-domains is mainly con-
trOlled by rlink1,12 > rlink2,]2 and rlink3,12' Among them’ r]inki,lZ
contains 7y, >, Fume 1o A0d P ,. In order to analyze
the influence of virus propagation on survivability, we
use P and 7, as two indices, and consider the scope and
trend of the virus propagation under a survivability situa-
tion for the whole cloud computing system.

Fig.5 shows the changes in the number of components
L
and r,, ,, are expanded 5 times, 10 times and reduced 5

« 10 location,, when the connection rate ry,, 1, Ty 1
times, 10 times, respectively. As we can see from the
figure, with the increase of r,; ,,, the number of compo-

nents in L grows gradually, and the peak time is short-

set
ened and the peak value becomes larger. When r, . , is
reduced, the number of components in L_, decreases grad-
ually, and the peak time increases, but the peak value de-

creases relatively.

501 +r1.nmgz:l/2r1mm
” — ik 12 tinki
" 7, =1/10r,
2 40 Jinki_12 linki
é +rl||ll\:712:1/50rlu|]\:
=
% 3 0 L lml
.
g
15 L
S 20
15
2
s 101
E
Z
g 20 50 60 70 80 90 100

0 10 20 30
t/s

Fig.5 The number of components in L,

According to the data in Fig. 5, using Egs. (7) and
(8), we obtain the values of P, and 7, when r,,,; ,, under-
goes different changes, respectively, as shown in Fig. 6.

As can be seen from Fig. 6, with the increase of
T 12» the corresponding values of P are 0.40, 0.41,
0.39, 0.38, and 0. 37, respectively. It means that the
effect of the virus spreads with the increase of the inter-
domain propagation rate. In the same way, the corre-
sponding values of 7, are 0.25, 0.26, 0. 24, 0. 23,
0.22, respectively, which implies that the virus has a
longer period impact on the system. This phenomenon is
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Fig.6 The effect of inter-domain propagation rate

mainly due to the increased probability of virus propagation
and the shorter propagation time. However, the overall re-
covery ability of the system remains unchanged, and the
number of infected status nodes is increased, that is, it cau-
ses a longer recovery time of the system.
3.4.2 The effect of recovery ability

In the model, the recovery ability can make the critical
services of the infected state nodes return back to normal,
and it can reduce the proportion of infected nodes effec-
tively, which is of great benefit to enhancing the surviva-
bility of the system. Next, we take P, and 7, to analyze
the influence of the recovery ability on survivability
through the change between r, and 7, ,.pin [0.1, 1.0].

recoveryl

As we can see from Fig. 7 and Fig. 8, with the increase

Of Fpeovery2» P, and 77, show a decreasing trend, but the
effect Of 7, ON P, and 77, is N0t as obvious as 7,.,.., -
With the increase of r,,..,, , the values of P, and 7, fluc-
0.45r
— . p\
0.40r ——T,
0.35r NN\\-\‘\—\_\‘\-
3
= 0.30F
s
0.25F
0.20+ ‘\‘\‘-\’\‘\’\‘
0'150 0.2 0.4 0.6 0.8 1.0
r
recovery
Fig.7 The effect of 7 .pyery
0.45r
—=—PpP
0.40f e,
0.35F
E
§ 0.30f
0.25F
0.20F
0'150 0.2 0.4 0.6 0.8 1.0

r

recovery2

Fig.8 The effect of 7, .,ern

tuate within a certain range. Although there is a gradual
decline in the trend, the magnitude is much smaller. This
is mainly because components S and L_ will eventually be
transformed into component /, and component L, may al-
so be converted to component /. Compared with the
transformation of component L, into component R, the
probability of component [ to be transformed into compo-
nent R is much greater. Therefore, by enhancing the re-
pair ability, component I can suppress the virus propaga-
tion more effectively.

3.4.3 The effect of memory ability

Memory ability is a very important part of the proposed
model. Due to the immune memory function and incom-
plete matching, the component of the recovery state can be
transformed into the component of the immune state, and
the possibility of reinfection is reduced. Even if infected
again, it can be recovered in a relatively short time.

It can be seen from Fig.9 that the values of P and 7,
show a linear decline trend with the improvement of
memory ability, especially 77, and that P is relatively
flat. The main reason is that when the memory ability of
the system is enhanced, the recovery state nodes will be
transformed into immune state nodes faster. As the num-
ber of nodes in the immune state increases, those nodes
have a better resistance to the subsequent virus attacks.
Moreover, the recovery ability of the system will be rela-
tively enhanced, which will exert a certain inhibition
effect on the virus propagation.

045

0.15 0.4 0.6 0.8 1.0

/%
recovery

Fig.9 The effect of memory ability

4 Conclusions

1) Reducing the propagation rate of inter-domains can
effectively control virus propagation in inter-domains, and
can delay the decline trend of the system survivability.

2) Strengthening the recovery ability of a system can make
the system return back to normal work as soon as possible.

3) Enhancing the memory ability of a system can
greatly improve the system survivability.

In the future, we plan to study the classification of
each typical virus propagation, virus variation due to the
changes in the external environment, and the survival re-
sistance mechanism within a system and so on. The mod-
el may be adjusted according to the real situation, and the
impact of the other parameters in the model will also be
further analyzed.
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