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Abstract: A flexible and controllable movement-assisted
software-defined sensor network ( MA-SDSN) based on the
software-defined network ( SDN) and network function
virtualization ( NFV ) 1is proposed. First, a three-layer
fundamental architecture is proposed to overcome the inherent
distributed management and rigidity of the conventional
wireless sensor networks. Furthermore, the platform for
research and development of MA-SDSN is established, and the
dumb node (DN), the software-defined node (SN) and the
movement-assisted node ( MN ) are designed and
implemented. Then, the southbound application programming
interface ( API) is designed to provide a series of frames for
communication between controllers and sensor nodes. The
northbound API is developed and demonstrated overall and in
detail. The functions of the controller are presented including
topology discovery, dynamic networking, packet processing,
mobility management and virtualization. Followed by the MA-
SDSN network model, a Markov chain-based movement-
assisted weighted relocation ( MMWR ) topology control
algorithm is proposed to redeploy the MNs based on the node
status and weight. Simulation results and analysis indicate that
the proposed algorithm based on the MA-SDSN extends
network lifetime with a lower average power consumption.
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sensor

he wireless sensor network ( WSN) is deemed to be
T ubiquitous and has been widely applied in the infra-
structure of Internet of things (IoT). However, there are
some inherent limitations deep-rooted in the architecture
of the WSN. First of all, the conventional WSN is a dis-
tributed architecture, which needs a distributed manage-
ment system. The decentralized management system is
difficult to implement'”. Secondly, the purpose-built
WSN is too stubborn to adapt to protocol changes. Devel-
opers and innovators are unavailable to deploy their novel
networks, and the ways of innovations in protocols or
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sensor network frameworks are blocked"' . Thirdly, the

rigidity problem of conventional networks is conspicu-
ous" since the conventional WSNs can do little to repair
the network or control the topology when changes of the
nodal status occur.

Inspired by software-defined networks ( SDNs) which
uncouple conventional IP networks into a control plane
and data plane, a new type of sensor network which mer-
ges the SDN into WSN has been built. The novel sensor
network architecture called the software-defined sensor
network ( SDSN)™ can be applied to topology control
and coverage optimization of WSNs. Along with SDN,
the network function virtualization (NFV) decouples the
network functions from the dedicated hardware'™'. With
the development of virtualization technologies, the net-
work applying NFV can address the network ossification
problem since the network functions can be implemented
in software rather than in purpose-built hardware by the
developer and providers.

As a matter of fact, topology control in conventional
WSNs is always a challenging problem. How to balance
the power and connectivity among sensor nodes is a criti-
cal task in topology control'”. The introduction of the
movement-assisted node can facilitate the topology control
and hole healing of the WSN.

In this paper, we propose a flexible and controllable
movement-assisted software-defined sensor network (MA-
SDSN) with NFV support. In addition, we define the
formats of flow packet and flow entry. The details such
as topology discovery, packet processing, mobility man-
agement and virtualization are further discussed in the
subsequent sections. After that, the network model of
MA-SDSN is established. Under the network model, a
Markov chain based movement-assisted weighted reloca-
tion (MMWR) topology control algorithm is proposed
based on the mobility of the movement-assisted node and
the centralized configuration of the controller. The simu-
lation results indicate that the proposed algorithm extends
network lifetime with a lower average power consump-
tion.

1 Related Work

Over the years, there have been plenty of studies on
improving existing sensor network frameworks or propo-
sing novel-innovative network paradigms by academics



A movement-assisted software-defined sensor network with NFV support 157

and industry researchers. Luo et al. ' analyzed the issues
deep-rooted in the conventional WSN and proposed the
southbound interface called sensor OpenFlow ( SOF).
Galluccio et al. """ proposed the SDN-WISE by designing
a stateful SDN solution for WSNs. The SDN-WISE
makes programmable sensor nodes into finite state ma-
chines, thus enabling them to run operations that cannot
be supported by stateless solutions. The architecture for
SDN-based sensor networks' follows the idea that all the
logic is still decided in the control plane while the data
plane still handles the flow data without general knowl-
edge of the network. Kobo et al. "
on the challenge and design requirements of the software-
defined WSN.

In Ref. [5], software-defined network function virtual-
ization technologies are summarized, which provide pro-
grammable network connectivity between network func-
tions to achieve optimized traffic engineering and steer-
ing. Coincidentally, Bizanis et al. 19 indicated that the
network virtualization for WSN can serve multiple sensing
applications concurrently and the network contains multi-

showed us a survey

ple-purpose sensor that are application-agnostic. Khan et
al. """ divided the virtualization of WSNs into node-level
virtualization and network-level virtualization so that mul-
tiple applications can share the same WSN infrastructure.

There are also certain efficient movement-assisted sen-
sor deployment solutions proposed to relocate the sensor
nodes'”. These sensor nodes were deployed in the region
of interest (Rol) randomly or autonomously for coverage
hold detection, healing and power control'”™ . The re-
search on topology control of the WSN has been proceed-
ing rapidly since it commenced years ago. A taxonomy of
topology control and a suite of open issues in WSNs are
presented in Refs. [6, 15]. Using the graph theory, Ra-
manathan et al.""” proposed CONNECT and BICON-
NECT algorithms which are the optimum centralized algo-
rithms of static networks.

Nevertheless, topology control has never made the
breakthrough in actual deployments. The conventional
WSN has the limitations of upgrading, supervising, self-
organizing and limited computing power. Due to these
limitations, existing topology control algorithms based on
decentralized WSN are limited to being distributed algo-
rithms and are impractical to consider transmission power
or residual energy of the sensor nodes without global net-
work information.

2  Overview of MA-SDSN with NFV Support
2.1 Foundations

As mentioned before, the SDN technology decouples
the network control plane from the data plane. By using
the software-defined architecture, topology control algo-
rithms can be deployed and updated by the centralized
controller in real time. The sensor OpenFlow is the south-

bound interface protocol. Since the centralized controller
has global nodes information, it can provide optimal per-
formance, deployment and management especially when
the scale of WSN expands significantly.

As we have mentioned, NFV can decouple the network
functions from the dedicated hardware. The commonly
used network functions considered for NFV include net-
work switching elements, mobile network devices and
virtualized home devices. Due to diverse service de-
mands, the infrastructure network is divided into different
virtualized network functions ( VNFs)"'. Different net-
work functions implemented in dedicated infrastructure
networks such as computing/switch/storage resources mi-
grate to the virtualization layer which runs functional soft-
ware on commercial off-the-shelf (COTS) equipment.

The advent of SDN and NFV technologies facilitate the
network architecture designs and network optimization,
and the development of the unmanned aerial vehicle
(UAV) facilitates the deployment of the movement-assis-
ted node. The NFV is in charge of the virtualization of
infrastructure, and the SDN is in charge of the virtualiza-
tion of the network itself.

2.2 MA-SDSN with NFV support

In this section, we propose the movement-assisted soft-
ware-defined sensor network (MA-SDSN) with NFV sup-
port. The layered architecture is shown in Fig. 1.
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Fig.1 The architecture of MA-SDSN with NFV support

The three-layer framework includes the infrastructure
layer, control layer and virtualization layer. The infra-
structure layer which is located in the underlying network
consists of dumb nodes, movement-assisted nodes and
software-defined nodes. The software-defined node is de-
signed to play the roles of the local controller that makes
local decisions such as topology discovery and in-network

processing. Without loss of generality, the software-de-
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fined node is also set as the sink node. All collected data
will be converged to sink nodes. The movement-assisted
node controlled by the central controller can be used for
coverage hole detection, healing and topology optimiza-
tion. The dumb node in the MA-SDSN is the ordinary
sensor node which can only collect data or forward data
according to the instructions of the controller.

Above the infrastructure layer is the control layer that
connects to the infrastructure layer through the south-
bound interface. The central controller is responsible for
some global and long-term decisions such as routing pro-
tocol and global configuration. A central controller may
also have good knowledge about application requirements
from the virtualization layer such as the discovery of the
actual topology and the quality of the links.

The virtualization layer is an abstraction of the underly-
ing wireless sensor network. The virtualization layer im-
plements network-level virtualization into multi-applica-
tions. How to share multiple applications on the same
WSN infrastructure is becoming a matter of general con-
cern. The primary way that network-level virtualization
can be implemented is to build a virtual sensor network
(VSN)'"'. The VSNs divide the WSN into multiple vir-
tual networks for different applications. Dynamic VSN
assignments promote the resource efficiency and satisfy
various requirements.

The southbound interface connecting to the infrastruc-
ture layer and the northbound interface connecting to the
virtualization layer are designed for the architecture. Be-
sides, the westbound interface and eastbound interface are
presented for multi-controllers and large-scale data cen-
ters.

2.3 Underlying wireless sensor network

As illustrated in Fig. 1, the underlying infrastructure of
the WSN is composed of the dumb node ( DN), the
movement-assisted node ( MN) and the software-defined
node (SN). These customized nodes are redefined for
MA-SDSN and are deployed to constitute infrastructure
networks collaboratively for various applications and opti-
mization targets.

2.3.1

In the designed network, there are some sensor nodes
that are considered to collect or forward data according to
the flow entries in flow tables configured by the central
controller.
(DN).

The structure of the DN is shown in Fig.2. The func-
tional role of the DN includes topology discovery, packet

Dumb nodes

These kind of nodes are called dumb nodes

forwarding, data collection and configuration. It is worth
mentioning that only when data is needed by an MA-SD-
SN application, the collection of data can be started,
since extra data collection will reduce the network life-
time.
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Fig.2 The structure of the DN

2.3.2 Movement-assisted nodes

The design of the MN considers a scenario in a danger-
ous or hostile task environment. With the advantage of
the mobile device, sensor nodes are able to move on their
own way so that we can solve the WSN deployment prob-
lems. We are looking for an architecture that can improve
overall network performance. Unlike motionless nodes or
random mobile nodes which may cause unforeseeable net-
work topological variation, the movement-assisted sensor
node can be migrated to specified location by the instruc-
tions from the controller.

As shown in Fig. 3, the MN executes the missions such
as topology discovery or relocation depending on the flow
entries in flow tables configured by the controller. In or-
der to migrate the MN to the designated location, the in-
ertial navigation system (INS) is the optimal technology.
Without loss of generality, the movement-assisted nodes
can be created by embedding sensors on mobile plat-
forms, such as robots and UAV.
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Fig.3 The structure of the MN

2.3.3 Software-defined nodes

We put forward a flexible programming model for the
SN with NFV support which is illustrated in Fig. 4. The
designed model is layered in three layers: the physical
the control layer and the virtualization layer.
Node-level virtualization executed in the virtualization

layer,

layer is implemented into an embedded virtual machine
(VM) so that a wireless sensor node can be applied in a
multi-purpose scene. Different functions are implemented
upon sensor hardware. The WSN node-level virtualization
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supports over-the-air ( OTA) programming and allows
multiple applications to run multi-tasks concurrently in a
single sensor node. The OTA programming is enabled to
update tasks executions according to decisions from the
central controller.
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Fig.4 The structure of the SN

The most important idea in the proposed underlying
WSN is that the local controller is introduced into the
SN. More autonomy is given to the SN which plays the
role of the local controller as well as the sink node. The
local controller can launch the topology discovery pro-
cessing at the beginning and converge topology informa-
tion to the central controller. Thanks to the local control-
ler, communication traffic between the control plane and
the data plane in the WSN is decreased, as well as the en-
ergy consumption.

3 Design and Implementation of the MA-SDSN
with NFV Support

Both centralized and decentralized control can be de-
ployed in the underlying WSNs based on the MA-SD-
SN architecture with NFV support. The combination of
the central controller and local controller decreases
communication traffic between the control plane and
the data plane. Furthermore, it can improve the effi-
ciency of the network operation and quality of service
(QoS) by increasing the response rate of the whole
network. In this architecture, network application and
optimization algorithms ( such as the topology control
algorithm) can be deployed by the controller which can
provide global network information and centralized
management in real time. In this section, the details of
the framework will be described by defining packet for-
mats and illustrating the protocol process, and a plat-
form for research and development is implemented
based on the designed MA-SDSN. The detailed de-
signs of topology discovery, packet processing, mobil-
ity management and virtualization make the architecture
feasible and legible.

3.1 Sensor nodes

The structures of the three kinds of nodes in the under-
lying WSN are introduced in Section 2. 3. In this section,
the movement-assisted node controlled by the controller is
designed and realized as well as the dumb node, and the
software-defined node. These kinds of functional sensor
nodes are designed to adapt to different needs and applica-
tion scenarios.

In the MA-SDSN, routing and topology control algo-
rithms are no longer executed in the dumb node which
merely collects or forwards packets according to flow en-
tries in the flow table. The implementation of the dumb
node is based on the zigbee CC2530 module. The move-
ment-assisted node is made up of the wireless sensor mod-
ule, the power module and the mobility driver module.
The designed movement-assisted node can be relocated by
the central controller for specific tasks, including data ac-
quisition and topology control.

As mentioned before, the programmable software-de-
fined node is introduced into the MA-SDSN. The soft-
ware-defined node is made up of the wireless sensor mod-
ule, the power module and the embedded processor mod-
ule which is based on the ARM nano Pi-M3 platform. As
the local controller, the software-defined node will cover
part of control functions of the central controller including
topology discovery, packet processing and data collection.

3.2 MA-SDSN controller

The central controller is the core of the whole MA-SD-
SN. It runs the main part of network management, con-
trol or optimization. The connection between the central
controller and the software-defined node can be estab-
lished by the Ethernet port, COM port or TCP/IP socket.
The controller is responsible for the whole network opera-
tions and management. In this paper, we realize the
graphical user interface (GUI) of the MA-SDSN control-
ler based on the Linux operating system. The network
features include topology discovery, dynamic networking,
packet processing and mobility management and so on.
3.2.1 Topology discovery

As illustrated in Fig. 4, the process of topology discov-
ery (TD) is launched by the local controller which is a
software-defined node as well as a sink node. Then, local
neighbor information is delivered to the central controller
by the sink node. We take into account the neighbor in-
formation and next hop information towards the sink node
of each sensor node'”’. The neighbor information includes
addresses, type and the residual energy of neighbor
nodes, and the value of the received signal strength indi-
cator (RSSI) of the received message. First, all the sink
nodes will send a topology discovery packet using the
maximum transmitting power when broadcasting simulta-
neously. The frame format of TD is defined, as shown in
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Fig.5, and the explanation of the fields is shown in Tab.
1. The frame format of the neighbor information is de-
fined, as shown in Fig. 6, and the explanation of the
fields is shown in Tab.2. Then the operations which han-
dle the TD packet by the sensor node are expounded as
follows.

[HE] FT [ SAJDA] NT [RE [LOC | NHTS | HO [ TA |

Fig.5 Frame of topology discovery

Tab.1 Explanation of topology discovery frame

Field  Width/bit Description
HE 16 Header of frame
FT 8 Frame type
SA 32 Source address
DA 32 Destination address
NT 2 Node type(00: SN, 01: MN; 10: DN; 11: Unknow)
RE 8 Residual energy
LOC 32 Location
NHTS 16 Next hop to sink
HO 8 Hops
TA 16 Tail of frame

| HE | FT | NN |ID |ADDR| NT |RE |LOC|RSSI| |TA|
L | T
Node N

Node 1

Fig.6 Frame of neighbor information

1) For every sensor node that has received a TD packet,
it extracts its neighbor address, neighbor type and nodal
residual energy as well as the value of RSSI, and updates
them as a piece of new neighbor information. If the neigh-
bor address has existed in current neighbor information,
just update the value of the RSSI and residual energy.

2) Extract the next hop towards the sink node and hops
from the sink node, if the current packet has a lower val-
ue of hops, then update the next hop towards the sink
node and hops with the value of the packet plus one.

3) For any sensor node which has received a TD packet
but has not broadcasted yet, a random waiting time is to
avoid conflicts with other broadcasting packets.

4) Encapsulate the sensor node address and other fields
into a new TD packet and send it by broadcasting.

Tab.2 Explanation of neighbor information frame

Field  Width/bit Description
NN 8 Number of neighbors
D 16 Node ID
ADDR 16 Short address
RSSI 16 Received signal strength indicator

3.2.2 Dynamic networking

Once a new node is added into the network, the con-
troller will take into account the new node when planning
the topology. The procedure of real-time dynamic net-
working is implemented based on the MST algorithm.

Dynamic networking of the MA-SDSN controller
achieves the goal of software definition. First, the
process of networking is finished in the controller but not
in the underlying network. Secondly, after completing

the topology planning, the controller will generate flow
tables for data forwarding. The control functions of the
controller are precisely realized through the flow table.
3.2.3 Packet processing

The flow packets transmitted in the network is de-
signed to be processed according to flow entries in the
flow table. If the node cannot find corresponding en-
tries, the request frame of the flow table will be sent.
The format of the request frame of the flow table is illus-
trated in Fig.7, and the format of the response frame of
the flow table is defined in Fig. 8. The explanation of
the fields is shown in Tab. 3. The flow packets share the
same fields with match field in flow entry for matching
items. The action field in the proposed network supports
two kinds of actions: forward and drop. The packet pro-
cessing describes the procedure of how a flow packet
generated by a sensor node is processed. The flow dia-
gram of packet processing is shown in Fig. 9. The data
request frames and data response frames between sensor
nodes and controllers can be used to collect topology in-
formation and sensor data. The frames are shown in
Fig. 10 and Fig. 11. The explanation of the fields is
shown in Tab. 4 and Tab. 5.

‘ HE ‘ FT ‘ SA ‘ DA ‘PACKET‘ TA‘

Fig.7 Request frame of flow table

| HE | FT [ SRC [DST | MF | AF [ TIL
..... ]

“Flow table ent
Fig.8 Response frame of flow table

Tab.3 Explanation of flow table response frame

Field Width/bit Description
SRC 32 Header of packet
DST 32 Frame type
SA 32 Source address
SAM 32 Source address mask
MF DA 32 Destination address
DAM 32 Destination address mask
ACT 1 Action( 1: forward, O: drop)
AF NH 32 Next hop address
MK 32 Address mask
PL 16 Transmitting power
TTL 16 Time to live

Considering the packet processing of any sensor node,
the destination address is extracted when a flow packet is
received by the radio to judge if the node is at the corre-
sponding destination. If it is, certain operations will be
handled according to the frame type. Otherwise, the op-
eration of the lookup table is executed to decide how the
corresponding packet can be dealt with when a flow entry
in the flow table is matched. If there is no matched flow
entry, a sub-process is launched to request a new flow en-
try to the controller. In addition to this, each flow entry
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in the flow table has a TTL field that specifies the lifetime
of the entry. After a lifetime, these entries will be deleted
to improve the efficiency of matching.

Packet in
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Packet Destination [}
type node?
Request new
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Fig.9 Packet processing
| HE [ FT [SA|[DA] TN | DT | [ TA ]
Sensor Sensor
Type 1 Type N
Fig. 10 Sensor data request frame
[HE [ FT [ PH | PD | CF | EOP TA ]

"~ Data packet
[sAJsAM]DA [DAMJLOP | TTL]CNT]

Fig.11 Data response frame

Tab.4 Explanation of sensor data request frame

Field Width/bit Description
TN 8 Sensor type number
DT 8 Sensor data type

Tab.5 Explanation of data response frame

Field Width/bit Description
SA 32 Source address
SAM 32 Source address mask
DA 32 Destination address
PH DAM 32 Destination address mask
LOP 32 Length of packet
TTL 16 Time to live
CNT 8 Number of hops
PD N Data body
CF 32 Check field
EOP 8 End of packet

3.2.4 Mobility management

The movement-assisted node which can be migrated to a
specified location is dissimilar to motionless sink nodes or
random mobile nodes which may bring about an unforesee-

able change of the network topology. Most movement-as-
sisted nodes are deployed in the target area randomly or
autonomously only for coverage hole detection and heal-
ing. The central controller has global topology information
including nodal state, link state and residual energy.

The mobility management and deployment of the
movement-assisted nodes are implemented by local con-
trollers and the central controller through flow packets.
The relocation frame of the movement-assisted node is
shown in Fig. 12. Accurate inertial navigation systems
(but not implemented) in the movement-assisted node can
provide digital course information to controllers by trans-
mitting flow packets. The movement-assisted node can al-
so be used to optimize the global topology. Under the new
architecture, practical algorithms can be proposed to relo-
cate these nodes for bringing down power consumption and
prolonging the lifetime of the underlying network.

| HE | FT [ SRC [ DST | COMMAND [ TA |

Move instruction

Fig.12 Relocation frame of the movement-assisted node

3.3 Virtualization

In the proposed MA-SDSN architecture, both node-lev-
el virtualization and network-level virtualization are im-
plemented to meet a variety of needs and to increase the
utilization efficiency of hardware resources. Node-level
virtualization can be realized in SNs based on VMs or op-
erating systems running on them. On the one hand, one
software-defined node can handle multiple tasks in real
time simultaneously. On the other hand, the central con-
troller which virtualizes the infrastructure on a network-
level allocates various tasks to multiple software-defined
nodes collaboratively. The network-level virtualization is
implemented by abstracting multi-virtual sensor networks
(VSNs) which serve specified applications from the un-
derlying network infrastructure.

We design the frames illustrated in Figs. 5 to 8 and
Figs. 10 to 11 in the implementation of MA-SDSN south-
bound API. As for the northbound APIs, in the imple-
mentation of the controller, a series of interface functions
are defined and divided into four categories. The north-
bound APIs consist of network initialization, network
control, data processing and mobility management APIs.

4 Movement-Assisted Topology Control Algo-
rithm in MA-SDSN
4.1 Network model
Without loss of generality, we denote the MA-SDSN
as a weighted connected undirected graph G =(V, UV,

UV, E), in which V is the set of DNs, V_ is the set
of MNs, and V_ is the set of SNs. If d,, denotes the dis-
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tance between node u and v, then E{(u,v):d, <r,,. u,
veV,UV__UV_} denotes the original edges connecting
all nodes within the maximum transmission range r, . If
the MNs can communicate directly with any node within
then we can define a MN’s reachable neigh-
borhood node set.

Definition 1 For a certain MN k, the reachable
neighborhood node set is defined as V; (k) = (N, LY, in
which N = {v | d, <r,.,veV,UV, keV,, ]} is the set
of node identifies, and L*: N-—>(R*, R") is the corre-
sponding coordinates of reachable neighborhood nodes in
the Rol area. For a circular area with the MN k as the

center, the maximum transmission range r, . as radius,

range r,

max >

we define the vector form of the reachable neighborhood
node set.

Definition 2 The vector form of the reachable neigh-
borhood node set is defined as Vy (k) = {r, <
Fowo V€ Vi (k) }, r,, represents the vector from center k
to node p.

Definition 3 The scheduling parameters ( SP) matri-
ces of sensor nodes in the n-th state are defined as

7

SC = (Ez’p77 g’vl’ EO’ Pmax’ gmax’ a’ﬁ’ ’}/’ 77)’ Ve Vdn) (1)

where E', p!, ¢" represent, respectively, the residual ener-
gy, transmission power and node degree of sensor node v
in the n-th state. o, 8, y and 7 are the non-negative weight
factors of scheduling parameters. E| is the original energy
of the sensor node, and g, is the maximum node degree
among all nodes in the established topology.

4.2 Movement-assisted node relocation algorithm

First of all, we propose a nodal weight function to
evaluate the status of a set of nodes. Then, the relocation
matrices are constructed to direct the relocation of MNs.
4.2.1

Nodal weight reflects the node status at present such as

Node weight function

transmission power, residual energy and node degree de-
picted in Definition 3. In all of these varibles, node pow-
er p, is the first considered factor since the minimal possi-
ble power is the primary purpose of topology control. The
residual energy E,
time of the network, and the shorter residual node energy
implicitly indicates the less survival time of the whole
network. For a similar reason, larger node degree g, im-

of the sensor node influences the life-

plies more redundancy and throughput. From the above,
we define a node weight function based on the S defined
in Definition 3.

. N Euy ey .
- iU Y -1 Vi (2
@ ”(P )(1 E)(g) vehn(h ()

max

Considering the circular area with the MN k as the cen-
ter and the maximum transmission range r,_ as the radi-
us, all the reachable neighborhood nodes in Vy (k) which

have the node weights determined by Eq. (2) will be
taken into account when relocating the MNs.

Definition 4 The circular area is divided into four
quadrants, R,, R, Ry, Ry. Then, when v is located in
R,, we have

ve Vi(k,ie{l, T, IV}
(3)

W(Vi(k) = Y W(R) = Y ol.ve Vi(h
ie{l, I, IV}

W(R) = Y w,

(4)

Eq. (3) formulate the sum of node weight in R, R,
Ry, Ry, respectively, and Eq. (4) represents the weight
sum of all the nodes in Vy (k).

4.2.2 Relocation vectors

Definition 5 Assume that L") is the location of the
MN £ at the n-th state. Then, the relocation space within
the four quadrants R, R, Ry, Ry, is defined as

LS =LY LY Ly LG ()

where LS}" is the relocation space of MNs to accommo-
date relocation vectors which utilize the vector forms of
reachable neighborhood node set defined in Definition 2,
and they are written as

n
3o

rku

n
Z w, Ty,

L"” r, € Vi(k) N R
k1 NI ‘ Zw:rklj‘ ki N I
(6)
"l "y
L = Zw;v . Zw; T e Vab NRy
I Y wlr, |
(7
VT T .
L = 2olnl o r, € Vi(h NRy
' N”l ‘ Zw’:rkv
(3)
w, W, T,
Li”;\ — z ‘rkv‘ z k rk,, c V;(k) m RN

Ny [ Yol
(9)

where N, N, Ny, N are the number of static nodes
within the four quadrants R, R, Ry, Ry. The scalar
forms L,"),ie {1, II, II, IV} is the location where the
vector forms Ly"”,ie { I, I, Ill, IV} are pointing to.
4.2.3 Relocation probability matrices

Definition 6 We define the relocation probability ma-
trices (RPM) of the MN % in the n-th state as

p(Il) pC(I)  p(IV));” (10)

Furthermore, the relocation probability matrices
RPM|"” can be expanded into the migration probability be-

RPM,” = (p( 1)
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tween the current location L{” and relocation L{"*", for-
mulated as
W(R))
W(Vy (k)
(11)

Owing to that relocation L"*" only depends on current

pui) =P (LI =Ly

ie{l,0,II,V}

(n) _ (n) _
Lk _Lk.()) -

location L(k"} and current node weight !, while it is irrel-
evant to its previous status, the discrete location status
L;" meet the expectation of the Markov chain.

Eq. (10) is the one-step transfer probability matrix of
the Markov chain. The MMWR algorithm relies on status
parameters of sensor nodes and weight factors in the
weight function to construct relocation vectors, and to re-
locate the MNs based on the Markov chain RPM'"” . We
construct the original topology using the centralized mini-
mum spanning tree (MST) algorithm here by optimizing
running time of constructing the whole network topology.
The MST algorithm may achieve great performance in
constructing the network topology.

4.3 Performance evaluation

In this section, the performance of the proposed algo-
rithm will be evaluated by simulations, compared with
other algorithms such as the CONNECT algorithm and the
MST algorithm without MNs.

4.3.1

In order to construct the original topology, some de-
fault parameters

Simulation settings

18 . .
U] are configured as shown in Tab. 6.

Considering a MA-SDSN where all nodes are deployed
randomly within the rectangle scope of 1 000 m x 1 000
m, g,. is the maximum degree that can be calculated by
the generated topology.

Tab.6 Simulation parameters

Parameters Value Description
Ny, 100 Number of DN
N 3 Number of MN
N, 3 Number of SN
P,../dBm 4.5 Maximum transmitting power
T nax/ M 245 Maximum transmitting range
Ey/m] 300 Initial residual energy
T/s 30 Topology update period

The metrics in this paper are emulated to evaluate the
algorithms include: network topologies generated by dif-
ferent algorithms, average node degree, average trans-
mission power, as well as the network lifetime.

4.3.2 Simulation results

In the first simulation, we generate optimized network
topologies consisting of 100 DNs and 3 MNs from the
original topology (see Fig. 13 (a)) by the maximum
transmission power P, . We compare the CONNECT al-
gorithm'" with the centralized MST algorithm. The de-
rived topologies are illustrated in Figs. 13(b) and (c).
These topologies which generate in dissimilar ways look
similar at first glance, while in details, the topology gen-
erated by the MST has less redundancy and a lower aver-
age node degree which can be seen in Fig. 14.

1 000 1000r 1000
800 300
£ 600 600
= g
400 = 400
200 200
O 1 1 1 1 ] 0 0
0 200 400 600 800 1000 0 200 400 600 800 1000 0 200 400 600 800 1000
X/m X/m X/m
(a) (b) (¢
Fig.13  Topologies derived from CONNECT and MST. (a) Original topology; (b) By CONNECT; (c) By MST
20r g . which means less average power consumption and inter-
Il Maximum degree . .
Minimum degree ference. Also, the maximum node degree in the MST al-
15 1 Average degree . .
o gorithm is 3.
(2]
& In the second simulation after establishing the optimal
10 .. . .
E topology, another critical issue is to select proper values
Z s & of weight factors «, 8,y and 7 to achieve a predicted per-
247 3 198 formance. Based on the topology derived from the MST
0 ! ’_‘ l_é,_D algorithm, we evaluate average power consumption p,,
Original CONNECT MST variation with «, 8, y and 7 using the MMWR algorithm

Fig.14 Comparison of the node degree by different algorithms

It is clear that the MST algorithm has a lower average
node degree compared to the CONNECT algorithm,

by the control variable method. The reasonable scope of
the four weight factors can be obtained as

0.1<a=<0.3,0.3<8<0.7,0.2<sy<l1, Ilsy<3.5
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In the following simulation, we evaluate the proposed
MMWR algorithm with the weight factors o =0.2, 8 =
0.5,y=0.4,9=2, and «=0.1,8=0.5,y=0.4, 7 =3.

Then, we emulate the average power consumption by
comparing the number of active nodes of the whole net-
work with time elapse. The simulation results are depic-
ted in Fig. 15. We compare the network lifetime by the
MMWR with that of the conventional WSN, which has
the same number of original nodes as the preceding simu-
lation.

——MA-SDSN with MMWR

o8y —=—Conventional WSN
N —MA-SDSN with MMWR

5 801 g

=)

£

2 A

% 60 - N\ 0=0.2, 5=0.5, y=0.4, =2
E 0=0.1, p=0.5, y=0.4, n=3 g

= 40t

=

=2

g 20t

0 | L L L " Seesaa )
0 200 400 600 800 1 00 1200
Time/s

Fig. 15 The comparison of network lifetime of MA-SDSN

with MMWR and conventional WSN

As can be seen from Fig. 15, the lifetime of the whole
network can be prolonged and extended effectively with
the collaboration of MNs. The MMWR is verified as be-
ing more robust than the conventional WSN without
MN:s.

5 Conclusion

We propose a network called MA-SDSN with NFV
which can overcome the inherent limitations
deep-rooted in the conventional WSNs such as distributed

support,

management, inflexibility and inefficiency. The SDN and
NFV solutions have been given to realize network man-
agement and increase the utilization efficiency of hard-
ware resources, respectively. Furthermore, a platform for
research and development is built based on the designed
MA-SDSN architecture.
which can be controlled by the controller, dumb node,
and software-defined are designed and realized. The func-
tions of the MA-SDSN controller are designed in detail
topology discovery,
packet processing, mobility management and virtualiza-
tion. The southbound API is designed to provide a series
of frames for communication between the underlying net-
work and centralized controller. The northbound API is
developed and demonstrated overall and in detail. Final-
ly, the network model of the MA-SDSN is established,
and on that basis we propose the MMWR topology con-
trol algorithm to relocate the MNs. The simulation results
indicate that the proposed algorithm extends network life-
time with a lower average power consumption. However,

The movement-assisted node

including dynamic networking,

the algorithm has not been evaluated in the real MA-SD-
SN network environment since the node position and re-
sidual energy are difficult to obtain in real networks.
Nevertheless, such a flexible and controllable movement-
assisted software-defined sensor network will have a more
promising future.
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(FAXFHFHERARELERT, HF 210096)

FEE R T3 T LM 25 (SDN) Ao W 255 f B AL (NFV) HERAR B T — AP R & T2 69 45 3 T & 50 80 51
A R %5 (MA-SDSN) . B 56,4238 T 3 B M AR R LIRME R & A 2 3B W% (WSN) B A 69 57 X
BRA R AR KRG, BT MA-SDSN RBH XX F &, FIT L& AL & A0 3
B AR T @R AR B AR R MR — A @B, FAEAT e W%
¥l By LR (A3 K I B AR WAL A S R e B S ) AT T 40 K. fE 3% 4
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AT A ASAT R, FE B 49 MMWR Lk KT 739 SARAEA M A Y R T M 2 A 4 0.

SESRA : S ST SUAE B 25 5 I 45.9h A B AL 5 45 3 4 34 5 36 A )

HE5rE S TNIIS



