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Abstract: An approach for web server cluster ( WSC)
reliability and degradation process analysis is proposed. The
reliability process is modeled as a non-homogeneous Markov
process ( NHMH) composed of several non-homogeneous
Poisson processes (NHPPs). The arrival rate of each NHPP
corresponds to the system software failure rate which is
expressed using Cox’s proportional hazards model (PHM) in
terms of the cumulative and instantaneous load of the
software. The cumulative load refers to software cumulative
execution time, and the instantaneous load denotes the rate
that the users’ requests arrive at a server. The result of
reliability analysis is a time-varying reliability and degradation
process over the WSC lifetime. Finally,
experiment shows the effectiveness of the proposed approach.
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the evaluation

web server cluster (WSC) is a kind of k-out-of-n

load-sharing system (LSS), in which at least k-out-
of-n components must work for the successful operation
of the system. The load sharing mechanism introduces
dependency between the time to failure among the compo-
nents, making modeling and inference of such systems
different from simpler redundant systems'''.

In the past few decades, the computing capacity of web
server clusters (WSCs) has increased dramatically. How-
ever, a linear increase of cluster size results in an expo-
nential failure rate. System software and applications run-
ning on cluster systems are becoming more and more
complex, which makes them prone to bugs and other
1 After a WSC is put into operation,
its aging and degradation can make the software failure
rate even higher over time. It is preferable that one can
manage the system degradation process to gracefully han-
dle failures before potential outages occur. Degradation

software failures
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measurements on WSCs provide information about their
reliability.

Much research has been done on accelerated life testing
(ALT) models for reliability and the degradation analysis
of LSSs"™ . ALT models play an important role in deter-
mining the relationships between load and component
lives or failure rates. Many empirical studies of mechani-
cal systems”' and computer systems'® have proved that
the workload strongly affects the component failure rate.
ALT is the technology that utilizes the failure time data of
products under higher stresses to extrapolate the lifetime
and reliability of the products under normal operating con-
ditions. ALT models have significant effects on the esti-
mation accuracy of the lifetime and reliability of prod-
ucts. The main problem with the existing ALT models is
that they are only applicable for hardware LSSs. System
software deployed in a WSC executes intermittently so
that the regular chronological time scale is not applicable
for modeling a WSC.

The PHM was first proposed by Cox'” and has been
widely applied to relate the failure probability to both his-
torical service lifetime and condition monitoring varia-
bles'. For this time-dependent model, failure prediction
is treated as estimating the remaining lifetime for a system
with regard to a specific hazard level under the current
conditions. Mohammad et al. " provided a closed-form
analytical solution for the reliability of PHM load-sharing
k-out-of-n systems with identical hardware components,
where all surviving components share the load equally. It
also considers system failures caused by imperfect load
distribution. This approach did not explicitly model how
condition variables affect the component failure rate.

1 System Model

The definition of system models meets the following
assumptions: 1) There are n i. i. d servers in a WSC,
where software is deployed and runs, and the system
functions successfully if and only if it can respond to user
requests promptly; 2) User requests to a WSC meet a sta-
tionary stochastic process with a constant arrival rate, and
are distributed to all active components equally; 3) No
repair or maintenance is considered; 4) The components
are either operational or failures. The components, once
failed, are removed from the system immediately.



188

Hou Chunyan, Wang Jinsong, and Chen Chen

Software applications executing continuously for a
long-running time show a phenomenon of software aging.
This phenomenon is the result of the exhaustion of system
resources, memory leaks and the accumulation of internal
error conditions. The aging rate is dependent on software
workload. We employ Cox’s PHM to model the relation-
ship between software failure rate and workload including
cumulative and instantaneous loads. We introduce cumu-
lative execution time X(¢) from start time to time ¢ to de-
scribe cumulative load, which reflects software age.
Since software performs intermittently, X(¢) <¢. Instan-
taneous load denotes the rate that users’ requests arrive at
a WSC. Therefore, the software failure rate is expressed
as

h(1) =bexp(aX(1) +BY(1))

where b is the constant baseline failure rate, the value of
which depends on how well software is developed and
tested; o and B are the regression coefficients estimated
by observed data; and Y(¢) is the rate that users’ requests
arrive at a server. According to the software reliability
theory, software reliability significantly depends on the
operational profile!"”. The WSC operational profile is de-
fined as follows.

Definition 1( profile) A profile models how a WSC is
visited, and it is defined as the tuple {double W, int ®),
where y is the rate that users’ requests arrive; and w is the
average amount of workload included in a request.

When a WSC is put into operation at time zero, n serv-
ers are working, and they are equally sharing the total re-
quests arriving at the system. We define system states as
the number of failing servers, that is 0, 1, 2, ..., (n -
k), (n—k+1). A WSC fails when the number of fail-
ures exceeds (n — k). From an overall point of view, the
WSC failure process can be represented by the pure birth
Markov process without consideration of repair or mainte-
nance. Since system failure rates are not constant but vary
with time, the failure process is a non-homogeneous
Markov process (NHMP). On the other hand, surviving
components process different amounts of workload at dif-
ferent states, which leads to non-continuous system fail-
ure rates with consecutive system states. Therefore,
NHMP can be further divided into (n — k + 1) non-contin-
uous NHPPs corresponding to NHMP states. Only one
failure occurs during each NHMP.

2 Reliability Analysis

A NHMP state stands for the number of failing compo-
nents. At state s(0<s<n-k+1), (n-s) working
components equally share the total requests. The rate that
users’ requests arrive at a surviving server is Y (1) =u/(n
- 5). According to Definition 1, the average response
time to a request is w/y, where v is the rate that a server
processes user requests. The cumulative execution time of
a surviving component at state s is

__ po <
7,(8) = T _s)y(t - ;Ati)

where At, is the expected time at state i. The total cumu-
lative execution time of a component is

X =M [, (oD
! Y(H -5) =0 n—i
Given X (f) and Y, (t), the component failure rate s (¢)
can be obtained, and the NHPP arrival rate is A, () =
(n—s)h,(t). Only one failure occurs during the NHPP at

ZAI,
state s. Thus, we have J o A (ndt =1, from which
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the expected time can be solved as

At, =iln[¢)/ ((n — s) bexp (,Blu/(n -5 -

qb.gg(s — )AL/ (n - i) ) ) +
ew (6.3 8) ] - 3

where ¢, = quw/((n—-s)y).

When the number of surviving components is less than
k, a WSC will be unable to promptly respond to users’
requests and the system fails. The minimal value of k is
[uw/y 1. The WSC reliability process is a NHMP com-
posed of (n —k +1) working states and one failure state.
The system failure rate can be expressed as A(t) =f(t)/
R(t), where R(t) is the system reliability; and f(t) is the
failure probability density function given by f(t) =
—dR(1)/dt. Therefore, the relationship between the fail-
ure rate and reliability can be solved as A (?) dt =
—dInR(?#). According to the failure rates at NHMP work-
ing states analyzed above, their reliability process is

(n-9b

d)) 1
exp(d;s(t—_:_ ] At'.)+

s=1 s

R(1) = exp[ -

3 Ilustrative Example

Fig. 1 illustrates a high-level view on the business re-
porting system (BRS)"”, which generates management
reports from business data collected in a database. The
bottleneck in BRS reliability is up to a load-sharing
WSC, named GWSC, composed of six servers. Assume
that the initial failure rate of the core graphic engine is 1
x 10 7 failures per day. User requests arrive at an aver-
age rate of 100 request/s. The time to respond to a re-
quest is about 30 ms.

GWSC uses a k-out-of-n structure, where n =6 and k
can be solved as 3. Thus, the GWSC reliability process
includes four working states from O to 3. First, we calcu-
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Fig.1 An overview of the business reporting system

late the expected time at normal states, where two coeffi-
cients « and S are assumed to be 0.1 and 1 x 10°°, re-
spectively. The lifetimes of the four working states are
105.809 7, 12.159 7, 5.629 6 and 2. 608 5 d, respec-
tively, at the state from O to 3, from which the GWSC
reliability and failure rate process can be obtained, as
shown in Fig. 2. It can be seen that GWSC reliability
gradually decreases but the failure rate increases corre-
spondingly over time until GWSC fails. The complete li-
fetime is about 126 d, after which system maintainers
may need to restart servers or upgrade system software in
order to allow the system enter a state of normal operation
again.
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Fig.2 GWSC reliability and failure rate process

The reliability processes are shown in Fig. 3 when
GWSC is configured with 4, 6, 8, or 10 servers. The re-
sults illustrate that more servers improve system reliability
and prolong its lifetime. The corresponding reliability
processes are also shown in Fig. 4 when user requests ar-
rive at various rates. It can be seen that the faster the user
requests arrive, the lower the system reliability. With the
WSC reliability process as a reference, software designers
can adjust the system configuration to allow system relia-

bility and lifetime to meet customer requirements.

4 Conclusion

In this paper, we propose an approach to model and
analyze WSC reliability. The result is a time-dependent
software reliability process. Using the model and method
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proposed in this paper, it is simple to analyze the reliabil-
ity degradation of multi-state software LSSs, which is
caused by the failures of load-sharing components. The
reliability analysis approach is very meaningful for sup-
porting WSC management and design decisions.
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