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Abstract: In order to predict the extreme load of the
mechanical components during the entire life, an automatic
method based on the bootstrapping technology ( BT) is
proposed to determine the most suitable threshold. Based on
all the turning points of the load history and a series of
thresholds estimated in advance, the generalized Pareto
distribution is established to fit the exceedances. The
corresponding distribution parameters are estimated with the
maximum likelihood method. Then, BT is employed to
calculate the mean squared error (MSE) of each estimated
threshold based on the exceedances and the specific
distribution parameters. Finally, the threshold with the
smallest MSE will be the optimal one. Compared to the
kurtosis method and the mean excess function method, the
average deviation of the probability density function of
exceedances determined by BT reduces by 38. 52% and
29.25%, respectively. Moreover, the quantile-quantile plot
of the exceedances determined by BT is closer to a straight
line. The results suggest the improvement of the modeling
If the
exceedances are insufficient, BT will enlarge their amount by
resampling to solve the instability problem of the original
distribution parameters.
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flexibility and the determined threshold precision.

ime-load history can be obtained using the long-
T term measurements. However, the extreme load is
difficult to estimate during design life. The extreme value
theory is a common method to determine the extreme
load. In this theory, two sets of extreme loads above the
high threshold and under the low threshold are extracted.
Then, some statistical models are selected to reconstruct
two new sets of new extreme loads and replace the old
ones randomly' ™. Too low or too high extreme thresh-
olds will result in high estimation variances'*™. To find
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the proper threshold, researchers'”' proposed many effec-

B2 Thompson et al. !""" created a method

tive methods
to check a series of gradually increasing thresholds until
one passed the null hypothesis Pearson normality test.
Fukutome et al. "' presented an automated procedure for
the peak-over-threshold(POT) method and used it to pro-
vide a climatology of extreme hourly precipitation.

However, there are irrational and uncertain factors in
common threshold selection methods. First, due to differ-
ent comprehensions of approximate linearity, the result of
the graphical method varies from person to person. Sec-
ondly, the corresponding threshold cannot avoid the prob-
lem of shape parametric sensitivity of the exceedance
function. Thirdly, The kurtosis method selects thresholds
by deleting the sample points of load data. However, this
load data is most likely to have a direct correlation with
the extreme load. The bootstrapping technology ( BT)
proposed in this paper realizes automatic processing by
computer and avoids the effect of the human factor. In
addition, it can effectively avoid the fluctuation of the
shape parameter of the exceedance function and solve the
problem of insufficient exceedances.

1 Common Methods

The graphical approach is used to plot the mean excess
function (MEF) curve of the sample. The approximate
linear zone from the right part of the curve is selected.
The minimum threshold corresponding to this zone is re-
garded as the optimal one.

The mean excess function is defined as
N,

(x —u)
i=1 .

e, (u) = BT ..o N,

u

(1)

where u is the threshold; N, is the amount of sample
load, which is greater than u.

The basic principle of the kurtosis method is that the
intersection of normal distribution and skewness distribu-
tion is the optimal threshold. The kurtosis of the load
sample data is calculated by
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where S, is the sample variance, S, =
n

|
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u, is the mean of the sample data, u, = 72 x; . When
n =

the sample kurtosis is less than 3, the smallest value x, is
the optimal threshold.

2 Bootstrapping Technology

Mooney et al. '™ described the accuracy and stability
characteristics of the data. Bias underestimates or overes-
timates the true value and describes the matching preci-
sion and quality'™”. In load sample statistical properties,
the greater the bias, the less the variance. The mean
squared error (MSE) can evaluate any threshold based on
the estimators of variance and bias. The optimal threshold
is found by minimizing an approximate expression of
MSE. The MSE is calculated by a given set of data as

MSE(X) =bias’(X) + var(X) (3)

The bias of exceedance is closely related to the popula-
tion mean. However, the real mean value cannot be ob-
tained by just enlarging the sample size. If we define the
estimated value of the small load sample as the population
mean, a large error will emerge. The estimation of popu-
lation parameters requires new paths.

Bootstrapping' "
the bias associated with estimation. Suppose that data set
y is a random sample of exceedance, and the distribution
form of F is unknown aforehand. 0 = @( F) is one of the
true distribution parameters of F, and ¢ = ¢(F,) (F, is
the specific type of distribution function) is the corre-
sponding estimated value of §. The deviation between the
estimated value and true value is then calculated by

T,=¢(F,) -6(F) (4)

Each exceedance will produce several bootstrapping
sample estimators, which differ from those of the original
exceedance sample. Caers and Maes'”' revealed that the
distribution characteristic of the bootstrapping sample is
equivalent to that of the population sample.

The calculation process of T,

is used to determine the variance and

. is shown in Fig. 1 (The
are the bootstrapping estimators),
and the detailed process is summarized as follows:

1) Determine the threshold interval [u,, u,,] and
growth pace Au.

2) For each of the given threshold u;, the exceedance
samples y; of load data are available. To ensure the relia-
bility and stability of parameter model, the exceedance
sample should contain at least 25 pieces of data.

3) Calculate the mean u, of the exceedance sample
(original sample) data.

4) Set the bootstrapping sampling frequency, b =1, 2,
..., B. When B =200, the estimated bias and variance
of a data set can generally meet the accuracy require-
ment.
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Fig.1 Calculation flow chart for T,

Bootstrapping sampling with the replacement from sample
X; is conducted, so that y’( the b-th sample of the i-th in-
terval) can be obtained. The mean of the b-th load sam-
ple u'” is calculated. The average of all the sample mean

Rb) -
u'” is calculated.

5) Calculate the estimators of bias, var and MSE of the
exceedance sample.

6) Record the processing results, then select the thresh-
old u,,,, and repeat steps 3) to 5).

Using this method, bias, var and MSE are, respective-
ly, calculated as

bias(¢ | u) = E(¢"” (u)) _4):% 2 " (u) - (5)
I NI R 0 :
var(p |0 =55 3 (536w -6V ) (©)

1 b

where ¢” is the estimator of parameter § corresponding
to the b-th sample.

3 Goodness of Fit Test
3.1 Graphical method

In statistics, the quantile-quantile plot ( QQ-plot) is a
convenient visual tool to examine whether a sample comes
from a specific distribution or not. Specifically, the quan-
tiles of an empirical distribution are plotted against the quan-
tiles of a hypothesized distribution. If the sample comes
from the hypothesized distribution, the QQ-plot is linear.

3.2 Numerical method

The average deviation of the probability density func-
tion is used to describe the average of distribution devia-
tion absolute value on all sample points of measured data
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and the theoretical data model of the probability density
function, which is defined as

5= -3 ) -gtx) | (8)

where f( x) is the probability density function of the meas-
ured data, and g(x) is the probability density function of
the theoretical distribution function.

3.3 Parametric sensitivity analysis method

The generalized Pareto distribution (GPD) model has two
parameters. One is the shape parameter, and the other one is
the scale parameter. If the value of the shape parameter esti-
mated according to the exceedance does not change obvious-
ly, the exceedances which are decided by the selected
threshold obey the generalized Pareto distribution'” .

4 Case Study

To verify the method proposed in this paper, the tes-
ting sample data of pump 1 outlet pressure of the excava-
tor under the working condition of small stones, as shown
in Fig. 2, is given to illustrate the detailed process of de-
termining the optimal threshold.
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Fig.2 Data of pump outlet pressure of excavator

4.1 Calculation of threshold

In order to verify the validity and rationality of the
method proposed in this paper, three methods are used on
the same data.

First, based on the the sample data and formula (2),
the optimal threshold is 201 according to the kurtosis
method.

Secondly, based on the sample data, Fig.3 can be ob-
tained by applying the above MEF method. The mini-
mum e(u) of the section, which is close to the graphic
right and approximately linear, is the optimal threshold.
It can be seen that, when the threshold is between 305
and 340, the curve is linear. When the threshold is larger
than 340, the curve is nonlinear. Therefore, the optimal
threshold is 306. 32.

Thirdly, Fig. 4 can be obtained by the MSE method
based on automated sampling. The threshold when the
MSE is the minimum is the best threshold. By viewing
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Fig.3 Optimal threshold obtained by the MEF method
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Fig.4 Optimal threshold obtained by the MSE method based
on automated sampling. (a) Bias estimation; (b) Variance estima-
tion; (c¢) MSE estimation

the data results, the MSE is the minimum when the
threshold is 212. 16. Therefore, the optimal threshold is
212. 16.

4.2 Fitting test of threshold

4.2.1 Graphical method

As shown in Fig. 5, QQ-plots show the relationship be-
tween the empirical data and the GPD. The plots of
Figs. 5(a) and (b) show that points are not on the line in
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the large load region. The plot of Fig. 5(c¢) is similar to a
straight line. Therefore, it is clear that Fig. 5(c) has a
better fitting result. The threshold w, which is calculated
by BT, is more accurate.
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Fig.5 QQ-plot under different thresholds. (a) w =201; (b) w
=306.32; (¢) w=212.16

4.2.2 Numerical method

According to the numerical method, the results are
presented in Tab. 1. Compared to the kurtosis method and
the MEF method, the average deviation of the probability
density function of exceedances decided by BT reduces
38.52% and 29.25%, respectively.

Tab.1 Comparisons of optimal threshold and average devia-
tion based on different methods

Method Kurtosis method MEF method BT method
Optimal threshold 201.00 306.32 212.16
Average deviation of prob- 0.0122 0.010 6 0.007 5

ability density function

4.2.3 Parametric sensitivity analysis
In Fig. 6, the solid line represents the changes of shape

parameter corresponding to the exceedance of different
thresholds. The dashed lines represent a 95% confidence
interval(CI). For each threshold, the probability of its
shape parameter falling between the two dashed lines is
95% . It can be seen clearly that the shape parameters
corresponding to thresholds in the vicinity of 212. 16 are
essentially constant. However, the shape parameters cor-
responding to thresholds in the vicinity of 201. 00 and
306. 32 show obvious variation.
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Fig.6 Shape parameters of exceedances

5 Conclusion

The threshold obtained by the BT method is more rea-
sonable and the exceedances are better for fitting the GPD
function. Also, the shape parameters near the threshold is
more stable. Compared to the kurtosis method and the
MEF method, the average deviation of the probability
density function of exceedances decided by BT reduces
38.52% and 29.25%, respectively. In addition, the BT
method enlarges the original samples and avoids the ran-
domness and poor credibility of the results, which can
solve the instability of the original distribution parameters
caused by insufficient exceedances .
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