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Abstract: Due to the lack of pre-recognition and post-
prediction in existing survivable systems, a recognition model
of survival situations for survivable systems is proposed. First,
the survival situation data is clustered into several survival
clusters with different service levels based on the Ward
method, and then the survival clusters are classified and
recognized by means of the error-eliminating decision-making
method, which can realize the pre-recognition of the system’s
Secondly, the differentiated
situation data is used to generate stationary predicting
sequences. The autoregressive integrated moving average
(ARIMA) model is constructed, and the stability, randomness
and reversibility index of the model are verified by the auto-
correlation function and partial auto-correlation function.
Finally, fuzzy particles and the residual correction for the
support vector regression (SVR) model are applied to realize
the post-prediction of the survival situation. Compared with
decision-making  methods, the
experiments show that the pre-recognition module can not only
cluster the survival situation data and identify the service

survival situation. survival

traditional simulation

ranks, but can also recognize the illegal users. According to
the prediction of abnormal situations numbers and residual
correction, the model can effectively realize the post-
prediction of survival situations for survivable systems.
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urvivability research is a hot issue in the next genera-
S tion of cyberspace security. According to the defini-
tion of Ref.[1], the research of survivability is divided
into three aspects, which are resistance, recognition and
recovery (3R attributes). In reality, systems are always
being invaded and destroyed by different degrees, and the
failures of systems are inevitable. How to use the current
survival situation data to predict the future survival situa-
tions has become an urgent problem. Therefore, we focus
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on the pre-recognition and the post-prediction of survival
situations for survivable systems.

At present, most of the existing literature focuses on
the recovery and resistance research. Yaghlane et al. '
introduced the concept of system survivability under at-
tack in analogy with system reliability. Zhao et al. "' de-
scribed the survivability of RSCN by the fault repair and
anti-failure technology in network systems. Raja et al. '
proposed a multi-dimensional measurement method for
the survivability of open source software. Most research
on the recognition of survivable systems often focuses on
perception. It is still in the initial stage and related litera-
ture is insufficient. Zhao et al. "' proposed an autono-
mous recognition unit from the survivability of autono-
mous recognition. They focused on the recognition of the
detection parameter definition, the autonomous recogni-
tion model and the threshold variable method. The recog-
nition monitoring mechanism can improve the ability of
self-cognition and the capacity of services, but it cannot
predict future survival situations. Wang et al.'” mainly
studied the hierarchical cognitive model, the self-manage-
ment model of cognitive unit and the transformation
process of survival state. The proposed method improves
survivability by enhancing self-recovery ability, but lacks
the processing of residual data and prediction of future
survival situations. Dharmaraja et al. ! applied the con-
cept of survivability into vehicle ad hoc network. This
method created a mobile network to facilitate communica-
tion between vehicles. It can ensure the safety of roads
and reduce security risks.

Therefore, existing literature on the survival situations
for survivable systems can be divided into two fields. The
first is the definition of survivability”™™ . It mainly focu-
ses on the studies of resistance and recovery. Most re-
search belongs to pre-recognition research. The second is
the application of survivability’””'. There is little litera-
ture in the field of recognition for survivable systems.
Most research focuses on the Internet of things and artifi-
cial intelligence, such as context awareness',
pressed sensing, etc. On the whole, there is very little
literature concerning the recognition techniques, and the
recognition not only includes pre-recognition of the cur-
rent survival situation, but also includes the post-predic-
tion of the future survival situation.

com-

1 Pre-Recognition

The Ward method" can cluster the current situation da-
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ta into survival clusters with different service levels, and
then the survival clusters are classified and recognized by
means of the error-eliminating decision-making meth-
od"”, which realizes the pre-recognition of the system’s
survival situation.

1.1 Ward method

At the beginning of clustering, each of the situation da-
ta is regarded as a class. Two classes with the smallest
sum of squares of deviations are selected for merging. In
the end, all the situation data is classified as one class.
Assuming that n situation data is divided into k classes
(G,, G,,
tions and the total data deviations are

..., G,), the sum of the squares of data devia-

n

i z(yij_yi),(yij_yi) (1)

95
11

(yij =) /(yij =) (2)

where y, is the center of gravity; y, is the j-th data in G;;
and n, is the amount of data.

1.2 Error-eliminating decision-making method

In the multi-attribute decision making problem, it is as-
sumed that the survival situation data is indicated as A =
{a,,a,,...,a,}, and attributes are D = {d,, d,, ..., d, }.
The decision matrix is X =(x, ;) ,,,,, and x,; is the meas-
ured value. Attributes are divided into cost-type attribute
and benefit-type attribute. The recognition steps are as
follows:

Step 1 The error value of the survival situation data
can be calculated by 7, (i=1,2,...,m, jeN).

For cost-type attribute,

!
1 X =z,
7. —X. .
t,={"— z,<x,, <z (3)
" ;=& -
0 X, =z

For benefit-type attribute,

!
1 X, <z
Z.— X, .
PR b i ¥} 2 <x <z (4)
L] ’ J L] ]
Y
0 X, . =2

According to Eqgs. (3) and (4), the error value se-
quence of the data a, = {¢,,, ¢,,, ... 1, }.

Step 2 The maximum error value can be calculated
by ¢ . When the value of #; =1, it represents that a, is
not suitable to be a sample data. The formula is

¢t =max{t,,} (5)
JjeN !

Step 3 The error loss value of the survival situation

data can be calculated as

ki,‘fzaidi ieM; j=1,2,...,n (6)

Step 4 The error loss sequence needs to be sorted.
The error loss sequence k, ,, k, ,, ..., k;, can be seen as the

point R, in the n-dimensional space. The closer to the ori-
gin, the better the data.

R = /i(kw,)z ie M (7)

2 Post-Prediction

The post-prediction model based on autoregressive inte-
grated moving average ( ARIMA) is introduced'"’. The
basic idea of the ARIMA model is that the data sequences
formed by the predictive objects over time are regarded as
a random sequence, and a certain mathematical model is
used to approximate the sequence. Once the model is
identified, it can predict the future value from the past
and the present value of the time series.

2.1 Selection of model

In terms of usability, Kavousi-Fard et al.'” demon-
strated the feasibility of this model. Compared with the
gray mode]'"” U it has
the advantage of simple application, easy operation, high
recognition of the result and support of mature software.
This model does not require any assumed conditions and
can be entered into any form of survival data time series
for prediction.

and the BP neural network model

The construction of the model is as follows. First, sur-
vival situation data can be identified as the situation data
sequence ( Y,). Secondly, the autocorrelation function
(ACF) and the partial autocorrelation function ( PACF)
of the situation data sequence are calculated. If the model
is not a stationary sequence, it is necessary to make d
times difference operation into stationary sequence (Y),
and carry out the test of stationarity and reversibility. Fi-
nally, we select the appropriate ARIMA model for the
preliminary post-prediction of survival situations.

2.2 Residual correction

Since the data residuals are unavoidable, the fuzzy in-
formation granularity'"” and the support vector regression
(SVR) model are introduced to deal with residual data in
the ARIMA model.

Fuzzy information granularity includes window division
and fuzzification. For the convenience of calculation, tri-
angular fuzzy particles are used. The formula is

0 X <min
. X —min .
F(x, min, avg, max) = ————— minsx<avg (8)
avg — min
0 X > max

where x is the time series of the input data. For a single
fuzzy particle, min, avg and max describe the minimum,
average and maximum values of the survival situation da-
ta, respectively. The prediction residuals of the model are
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mapped to minimum, average and maximum values.
Next, the SVR machine model needs to be established.
SVR is a support vector machine for regression analysis.
{(x,,¥,),...,(x,,y,) } is a set of known training sam-
ples. The optimal decision function is constructed in the
high-dimensional feature space. The formula is
min —a + cﬁ (& +¢&)
wbig 2 e B !
(@ @(x) +b) —y;Se +¢;
v, —(wp(x,) +b) <eg +§&/

£.6' =0, x,eR’", y,eR (9)

where @ is a weight vector; b is the deviation value; ¢,
and & are the relaxation variables; C is a penalty factor;
¢ is the error requirement of regression function. Since
the radial basis function has strong nonlinear prediction
ability, we choose a radial basis function to construct the
predictive function.

2.3 Realization of post-prediction

The situation data of the survivable system during a pe-
riod of time is collected to constitute the time series data.
Non-stationary time series data is transformed into the sta-
tionary time series data by the difference method. y,”, is
the predicted value of the ARIMA model.

Fuzzy particles are divided into three forms: low, medi-
um and high, which are indicated by min, avg and max,
respectively. The residual series data is divided into sev-
eral sub sequences and classified by window. The SVR model

is constructed from these input variables. These variables
are formed by the previous window’s fuzzy information
particle data set. The optimal decision function is con-
structed by predicting the fuzzy information particles and
residual mean. The residual prediction value is e, .
The formula of post-prediction for the survival situation

iS yp :yt: + esvr—l °
3 Simulation Experiment

3.1 Example of pre-recognition
3.1.1

Since the recognition emphasizes the ability of a sur-
vivable system to recognize its own current survivable sit-
uation, the index system is mainly established according
to the method proposed in Ref. [16]. This paper mainly
considers four factors in recognition: integrity, usability,
emergency and perception. The four factors can be divid-
ed into eight performance indices.
3.1.2 Data clustering

In the experiment, it is assumed that the survivable
system provides five levels of service: Al ( highest),
A2, A3, A4, AS (lowest), and the performance of sur-
vival situation data is analyzed according to the above
evaluation indices. The allow access level and deny ac-

Index selection

cess level will be defined by an expert scoring system
with a discrete value, for 1 to 4, and the performance re-
duces gradually. Cost-type attributes include the data re-
use rate and channel delay, and the rest are benefit-type
attributes. The initial data is shown in Tab. 1.

Tab.1 The initial data of the selected index

Service level Al A2 A3 A4 AS

Integrity Data multiplex rate [0.30, 0.40] [0.35, 0.50] [0.45, 0.60] [0.55, 0.75] [0.70, 0.90]
Test strength [900, 1000] [800, 950] [700, 850] [550, 750] [500, 600]
Channel delay [0.40, 0.55] [0.45, 0.65] [0.55, 0.75] [0.65, 0.85] [0.80, 0.90]
Usability Channel throughput [800, 900] [700, 850] [550, 700] [500, 650] [500, 600]
Channel utilization [0.80, 0.90] [0.70, 0.85] [0.70, 0.80] [0.65, 0.75] [0.60, 0.70]

Emergency Deny access level [3, 4] [2, 4] [2, 3] [1, 3] [1, 2]

Allow access level [3, 4] [3, 4] [2, 3] [1, 3] [1, 2]
Perception Perception rate [0.90, 0.99] [0.75, 0.90] [0.70, 0.80] [0.60, 0.75] [0.60, 0.70]

Tab. 1 illustrates that the data multiplex rate and the
channel delay may be reduced with the higher level of
service, while the rest indices will be increased. At the
same time, various service levels will have different sur-
vival performance indicators. The data of 250 normal us-
ers is randomly selected, among which the number of Al
level users, A2 level users, A3 level users, A4 level us-
ers and A5 level users are 15, 25, 70, 70 and 70, respec-
tively.

By using the Ward method, the sum of the squares of
deviations can be calculated by Eqs. (1) and (2). The
SPSS19.0 software is used to obtain five kinds of data
clustering. The clustering results generated by statistics
are shown in Tab. 2.

According to the clustering method and the comparison

with Tab. 1, it is found that the clustered service levels
Al’, A2’, A3', A4’ and A5’ are approximately equal to
the clustered service levels A3, Al, A2, A5 and A4, re-
spectively. The range of index attributes are basically
consistent with the initial data classification.

3.1.3 Data recognition

We randomly selected ten groups of test data. The
numbers of Al, A2, A3, Adand ASare 1, 1, 2, 2, 2,
respectively, and two illegal users are selected. Through
the calculation of situation data, the recognition results of
the service level are realized in Tab. 3.

According to Egs. (3) to (5) and the decision alterna-
tive ratia evaluation (DARE) method, the limit value of
each data is ;" =0.18, ¢, =0.95, ;7 =0.97,¢ =0.72,
t; =0.88,7, =0.72,¢; =1, t; =0.89, #, =0.49, and
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Tab.2 The data clustering of service level
Service level Al’ A2’ A3’ A4’ A5’
Number of users 72 15 23 72 68
Integrity Data multiplex rate [0.47, 0.62] [0.30, 0.45] [0.40, 0.50] [0.68, 0.90] [0.56, 0.80]
Test strength [697, 820] [882, 1000] [811, 926] [500, 649] [511 670]
Channel delay [0.56, 0.75] [0.41, 0.54] [0.53, 0.60] [0.78, 0.90] [0.68, 0.88]
Usability Channel throughput [551, 700] [806, 894] [704, 846] [500, 575] [505, 616]
Channel utilization [0.66, 0.80] [0.81, 0.90] [0.70, 0.85] [0.61, 0.71] [0.61, 0.75]
Emergency Deny access level [2, 3] [3, 4] [2, 4] [1, 3] [1, 3]
Allow access level [2, 3] [3, 4] [3, 4] [1, 3] [1, 3]
Perception Perception rate [0.69, 0.82] [0.88, 0.99] [0.78, 0.90] [0.61, 0.70] [0.60, 0.75]
Tab.3 Decision matrix of test data
Data index Data multiplex rate Test strength Channel throughput  Channel delay Channel utilization Perception rate
a, 0.35 990 881 0.44 0.87 0.92
a, 0.79 569 520 0.83 0.64 0.62
as 0.82 592 514 0.81 0.66 0.61
a, 0.47 800 613 0.69 0.72 0.72
as 0.72 574 600 0.84 0.70 0.70
ag 0.56 774 703 0.59 0.75 0.71
a; 0.99 934 877 0.41 0.83 0.88
ag 0.70 623 576 0.75 0.75 0.64
ay 0.37 936 702 0.45 0.82 0.90
a, 0.71 501 566 0.80 0.50 0.72
Lower limit 0.90 500 500 0.90 0.60 0.60
Upper limit 0.30 1 000 900 0.40 0.90 0.99

t,, = 1. Through Eq. (5), the data a,, a,, a,, a,, as,
as, ag, a, are feasible data, while the others are wrong
data. According to Eq. (6) and Ref. [17], the error limit
loss and loss sequence of each attribute is k, =0.30, k,
=0.17, k; =0.13, "k, =0.21, k; =0.07, k, =
0.12,

a, ={0.025,0.003,0.007,0.016,0.007,0. 021}
a, ={0.245,0.146,0.124,0.181,0.061,0. 114}
a, ={0.259,0.138,0.126,0.173,0.056,0.117}
a, ={0.084,0.068,0.093,0.121,0.042,0.083}
a; ={0.211,0.145,0.098,0.184,0.047,0.089}
as ={0.131,0.077,0.064,0.079,0.035,0. 086 }
a, ={0.199,0.128,0.105,0.147,0.035,0.107}
a, = {0.036,0.002,0.064,0.021,0.019, 0. 028 }

According to Eq. (7), the eccentric distance is R, =
0.038, R, =0.382, R, =0.386, R, =0.209, R, =
0.345, R, =0.205, R, =0.319, and R, =0.086. It also
can be seen that the performance of eight data is sorted as
a,, a,, a4, a,, ag, ds, a,, and a,. The error-elimina-
ting decision-making method can not only recognize the
error data, but also calculate the range of eccentric dis-
tances for each service level. The calculation results are
shown in Tab. 4, where it can be concluded that a, is Al
level users, a, is A2 level users, a, and a, are A3 level
users, a, and a5 are A4 level users, a, and a, are A5 level
users, and others are illegal users.

Tab.4 Eccentric distance

Service level Range of eccentric distance

Al 0<R,<0.08
A2 0.08 <R,<0.19
A3 0.19 <R,<0.29
A4 0.29 <R,<0.38
AS 0.38 <R,<0.44

The Ward method can be used to cluster the survival
The
error-eliminating decision-making method can be used to

situation data into five clusters of the service level.

classify the clusters of the survival data and recognize the
service level of the user data. With the upgrading of the
service level, the performance of the survival situation
data will be improved. It means that the higher the level
of service, the better the overall performance of the data.

In order to further illustrate the feasibility of this meth-
od,
(the ideal point method and the weighted average meth-
od) are used to sort these ten sets of data. The sorting re-

two traditional common decision-making methods

sults are shown in Tab.5.

Tab.5 Comparison of decision-making methods
Methods

Sorted results

Error-eliminating ay >dg >ag > a4 >dg >0ds > dy >0z, g

decision-making method and a,, are illegal users
Ideal point method a; >ay >a; >dg >a, >ag >as >a; >a, >ay

Weighted average method a; >a; >ay >aq >a, >ag >as >a; >a, >ay,

From the sorting results, the traditional decision-mak-
ing methods can only sort the data, while they cannot
verify the ability of feasible data. In this paper, some of
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the erroneous data is successfully recognized by calculat-
ing the limit loss value, which not only increases the ac-
curate processing ability and response time of the data,
but also has consistent results with the traditional deci-
sion-making method.

3.2 ARIMA combinatorial model
3.2.1 ARIMA model

The “corrected” data in KDD99 is selected for analysis
and prediction, which is used to predict the number of ab-
normal situations that may occur in survivable systems for
the next period of time. We select 1 500 daily data, then
choose the tag attribute in the last column and count the
number of abnormal situations. The results are shown in
Fig.1(a). The collected data sequence map illustrates
that the time series data is random and non-stationary,
which requires first difference processing, as shown in

Fig. 1(b).
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Fig.1  Processing of abnormal situation with first difference.

(a) Abnormal time series; (b) First difference time series

Since the difference sequence is basically distributed
around 0, upper and lower sides of the scale line, it can
be judged that the differential sequence is stable. The
most appropriate ARIMA model is automatically genera-
ted by the use of SPSS software. The prediction results
are shown in Fig. 2.

In Fig. 2, ARIMA (1,1,0) is the optimal prediction
model. The solid line indicates the actual number of ab-
normal situations and the dotted line indicates the number
of abnormal situations by the ARIMA (1, 1,0) model. In
general, the predictive results of the model are fitted with
the actual situation, but accuracy is insufficient and there

is a slight delay in the results.
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Fig.2 ARIMA (1,1,0) model prediction results

1 J
57 65

3.2.2
The data of 60 d is used as training sets to predict the

Information granulation and SVR model

number of abnormal situations for the next three days.
Every three days’ amount of data will become a granular
information window and each group of the data will
blurred into three parameters (low, medium, high). This
means that the sample sets for the training sets contain 20
windows and the output samples contain 21 windows, as
shown in Fig. 3, where low, medium and high describe
the minimum, average, and maximum value of changes
to the abnormal situation, respectively.

400
200+
oL

—Low
——Medium
——High

-200|
—400|-

Granulation value

—600+

-— 1 1 1 1 1 1 1 1 1
8OOO 2 4 6 8 10 12 14 16 18 20

Number of graining windows

Fig.3 Granulation results

The SVR model is constructed by using fuzzy informa-
tion particle data sets. Fuzzy information particles and
window residuals are predicted so that the data can be
normalized. Parameters are optimized by the Gale-Shap-
ley algorithm. The output is shown in Fig. 4.

It can be seen from Fig. 4 that the overall residual pre-
diction accuracy of the SVR model is high, where the low
parameter prediction results are more accurate. However,
when the windowed residual value changes greatly, the
prediction values of the medium and high parameters will
be inaccurate and the predicted values will be small, such
as No. 13,16, 17 window. The SVR model uses the data
from the previous window to complete the prediction of
the data for the next window. This means that if the num-
ber of abnormal situations has a large fluctuation, the ac-
curacy of the forecast will decrease.

The range of residual variation for the last three days is
predicted. The low, medium, and high parameter predic-
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parameters. (a) Low parameter; (b) Medium parameter; (c) High pa-
rameter; (d) Low error; (e) Medium error; (f) High error

tions are —1.7, -5.9, and 127.2, respectively. There-
fore, the SVR model is feasible for predicting the residual
data, but there are also some shortcomings.

3.2.3 Combination model

The prediction value of the ARIMA model and the re-
sidual prediction value of the SVR are combined to pre-
dict the number of abnormal situations in the next three
days (Time window is from the 61st to 63rd),
in Tab. 6.

as shown

Tab.6 Prediction results of combined model

Parameter Value
Number of abnormal situations 2 609
ARIMA prediction y," 2 344
ARIMA relative error/ % 10.2
SVR residual prediction e, _; 120
Combined model prediction y, 2 464
Combined model relative error/ % 5.6
Residual variation range [-1.7, =5.9, 127.2]

The experimental results show that the number of ab-
normal situations by the ARIMA model is 778, 761 and
805. It is similar to the actual numbers of abnormal situa-
tions (893, 758, 958), and the trends are consistent.
The SVR model is used to correct the residual data.
Through the combination of the two models, the overall
prediction accuracy is increased by 4. 6% . The prediction
accuracy of the combined model is up to 94.4% .

4 Conclusion

This paper proposed a recognition model of survival
situations, which focuses on the pre-recognition and the
post-prediction. Experimental results show that the com-
bined model effectively improves the accuracy of pre-rec-
ognition and post-prediction. The overall prediction accu-
racy is increased by 4. 6% . The prediction accuracy of
the combined model is up to 94.4% . However, there are
still some flaws in our method. First,
studies the internal environment of survivable system, but
Secondly, when

this paper mainly

lacks the recognition of external attacks.
the number of abnormal situations has a large fluctuation,
the accuracy of the recognition will decline. Finally, the
model is not suitable for predicting long-term survivability
due to the uncertainty of situation data.
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