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Abstract: To improve the sense of reality on perception, an
improved algorithm of 3D shape haptic rendering is put
forward based on a finger mounted vibrotactile device. The
principle is that the interactive information and the shape
information are conveyed to users when they touch virtual
objects at mobile terminals by attaching the vibrotactile
The shape
characteristics, the interactive information and the mapping of

feedback on a fingertip. extraction of
shape in formation of vibration stimulation are key parts of the
proposed algorithm to realize the real tactile rendering. The
contact status of the interaction process, the height information
and local gradient of the touch point are regarded as shape
information and used to control the vibration intension, rhythm
and distribution of the vibrators. With different contact status
and shape information, the vibration pattern can be adjusted in
time to imitate the outlines of virtual objects. Finally, the
effectiveness of the algorithm is verified by shape perception
experiments. The results show that the improved algorithm is
effective for 3D shape haptic rendering.
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owadays, mobile terminals are widely used in daily

life. With mobile terminals, people can use the ges-
ture language on two-dimensional planes to achieve a bet-
ter interactive experience'' '
tion depends highly more on vision, which is not friendly
to visually impaired people. To solve it, tactile feedback
technology is applied on mobile terminals. In this way,
visually impaired people are able to perceive virtual ob-
jects or read books on touch screen with tactile feedback
technology'”'. Moreover, the sense of reality on percep-
tion is improved for users when interacting with terminals
with the technology. For example, users are able to feel
the texture of products such as clothes when shopping on-

Nevertheless, this interac-
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line'". Therefore, it is valuable to design suitable tactile
interface on mobile terminals for different purposes.

One of the popular displays on tactile interface is shape
rendering. In relevant studies and experiments on devices
for shape rendering, it is found that users are sensitive to
shape features, such as the height and gradient of an
object’s surface. Wijntjes et al. "' showed that the height
information of an object played a major role in shape per-
ception by doing experiments with height adjustable sur-
face. Gordon and Morison'” found that the curvature per-
ception of an object was mainly related to the gradient of
the object surface and they also discovered the gradient
threshold of human curvature perception. In addition,
Minsky et al. ' put forward the concept of local gradient.
The local gradient was the vector product of the direction
vector and the gradient vector when users explored the
surface of an object. Their experiments proved that a per-
son could perceive the shape through the local gradient in-
formation. Pont et al. ' found that it was easy to recog-
nize the shape when combining the surface height infor-
mation with the gradient according to the experimental re-
sults.

For shape rendering, there were some approaches for

displaying shape, such as force feedback equipment”™",

2-13 .
12731 and so on. Recent studies showed

dynamic pin arrays
that vibrotactile stimuli were fundamental in tactile feed-
back technology. The TeCIP Institute in Italy developed a
set of wearable fingertip feedback devices to reproduce
three-dimensional shapes. The device used the mechani-
cal structure driven by servo motors to recreate the con-
cave and convex direction of the virtual object surface. At
the same time, the tactility of the surface was stimulated
by a ring motor. Tactile faced with vibrotactile was porta-
ble and convenient in interaction with mobile terminals
and could generate rich vibration patterns to convey more
information about a shape. According to pre-experiments
about vibration properties, it was found that users were
sensitive to the intension and rhythm of vibration. Based
on similar finger mounted devices, a shape haptic render-
ing algorithm was designed by Zhong et al'!. In the al-
gorithm, the amplitude and direction of lateral force at
the touch point regarded as shape information were used
to map the vibration intension and distribution of the fin-
gertip vibrator. However, for lack of enough shape char-
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acteristics information, this algorithm did not perform
well in all experimental shapes.

Based on the previous work of shape haptic rendering,
an improved shape tactile rendering algorithm is proposed
on a finger mounted device vibrotactile in this paper. The
device is designed by settling three small size piezoelec-
tric actuators around a finger and attaching a force sensor.
It communicates with a tablet by WIFI module. In the
proposed algorithm, features including height information
and local gradient are all considered as the shape charac-
teristic information. The sensor attached on the finger de-
vice is used to extract surface information such as shape
data. Then, the features are, respectively, mapped to the
intension, rhythm and distribution of the vibrotactile stim-
ulus. Finally, the experiments are designed to evaluate
the performance of the proposed algorithm.

1 Design of the Fingertip Device

The fingertip device used in this paper is shown in Fig.
1. The distributed vibrotactile stimulus is accomplished
by adjusting the vibration intension and rhythm of piezoe-
lectric actuators which are attached to a plastic finger
mount. Compared with the previous finger mounted de-
vice'"!, the quantity of vibrators is changed from four to
three in current devices, as in the dashed part of Fig. 2
(a). In the former experiments, users are easily interrupt-
ed by actuators’ vibration with close distributions. There-
fore, to simulate different touching statuses and to display
shape outlines clearly, the vibrators are attached in three
directions inside the finger mount. The attached vibrators
in the fingertip are shown in Fig. 2(b) and the vibration
distribution on the fingertip is shown in Fig. 2(a). The
whole experimental system consists of two modules: the
interactive module and the control module. The interactive
module is the interactive unit with three piezoelectric actu-
Fig.2 (¢) shows that a
subject’s finger wearing the finger mounted device interacts
with a tablet. Also, in the control module, there are five
units, which are the WIFI communication unit, host MCU
unit, active force processing unit, piezoelectric actuator
driver unit and power supply unit. They collaborate with
each other so as to communicate with the mobile termi-

ators mounted on the finger.

nals, generating the driving signal for the actuators and a
supply power for the whole system.
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Fig.1 Wearable finger device communicating with the tablet
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Fig.2 The interactive module of the whole experimental sys-

tem. (a) Structure of the interactive module; (b) The vibration distri-
bution on the fingertip; (c) A subject’s finger works with the fingertip
device

2 Improved Shape Haptic Rendering Algorithm

In this section, an improved shape rendering algorithm
is proposed. Based on the similar wearable finger device,
Zhong et al." put forward a lateral-force-based algo-
rithm for shape rendering. The lateral-force-based illusion
was firstly defined and the virtual shape outline could be
displayed by rendering the corresponding lateral force
above it as shown in Fig.3. Zhong et al. """ regarded the
amplitude and direction of the lateral force at the touch
point as the shape feature, then mapped to the vibration
intension and distribution of the vibrator. For the reason
that the extraction of shape feature information was not
sufficient to fully display the objects’ shapes, such as the
height information and details of the objects’ outlines, as
well as limited vibration patterns, Zhong et al. """ found
that the algorithm did not work well in displaying the in-
clined surface and the flat surface.

Lateral force
-~ ™ .

x——»;—»;—»“‘—:‘—.

Virtual bump

Fig.3 Lateral-force-based haptic illusion

In relevant study and experiments on the tactile interac-
tion and shape rendering, contact status and shape are the
most essential tactile characteristics. The shape perception
is derived from their combination. To improve the algo-
rithm, the shape gradient along the movement direction
has to be detected initially. This main characteristic param-
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eter is then used to control the vibration distribution and pat-
terns so as to map the perception to the vibration stimulus.
The framework of the algorithm is shown in Fig. 4.

Algorithm input | [3D shape rendering algorithm| | Algorithm output
Image Intension of
height I Touch position height I vibrotactile

Histribution stimulus
Rhythm of
Touch [P Local | b :
position I\Jl'adlﬁl'l gradient | VISl:ir%tﬁlcslsle
ILocal surface|| | _| I?is_tlr)ibutior_ll
orientation of vibrotactile
stimulus

Fig.4 Procedure of the shape rendering algorithm

In Fig. 4, the image height distribution and the touch
position are regarded as the inputs of the algorithm. The
image height distribution is mainly processed to obtain the
height information in order to calculate the driving voltage
which reflects the intension of the vibrotactile stimulus.
With the touch position, the local gradient can be calcu-
lated to reflect the characteristics of the surface curvature.
To strengthen the reality of virtual surface perception, the
local gradient is used to generate the rhythm of vibrotac-
tile stimulus. From the gradient, the distribution of vibro-
tactile can also be obtained.

The followings are the key steps of shape rendering al-
gorithm.

2.1 Local gradient calculation

When the finger slips over virtual objects on the touch
screen, the touch position and finger movement are detec-
ted by the touch screen of the mobile terminal. The gradi-
ent of the virtual object’s height is defined as

oh oh\ _oh. oh.
Vh(x,y):(— —):5”87 (1)

ax’ ay
where h (x, y) is the height information of the image,
which is usually calculated in the pre-process.
The unit direction vector of the finger movement is
defined as

i i-1
V.= ‘Pi_Pi—l ‘ (2)
where P, means the finger position vector at time f,.
When the touch screen of the mobile terminal is at low res-
olution, the average value of V, is usually calculated.
The local gradient is defined as the vector product of
the image height gradient and the finger movement direc-
tion. It is calculated as

Vf=|Vh|x |V,|xcoss, (3)

where Vf is the local gradient; @, is the angle of two
vectors.

2.2 Distribution of vibrotactile stimuli

When contacting real objects, the fingertip distorts un-
der stress in three directions: Down, left and right. The
local surface orientation perception is relevant with both
the finger distortion and the image gradient. The actuator
is used under fingertips to express the image height infor-
mation. The vibration position of the object shape is
shown in Tab. 1.

Tab.1 Vibration position of the object shape

Inclined surface Inclined surface

Flat surface  (decline from

right to left)

(decline from
left to right)

Object shape

Vibration position Left Down Right

2.3 Intension and rhythm of vibrotactile stimulus

mapping

The height information and the gradient are mapped to
vibration intension and rhythm, respectively, for displa-
ying the shape. The height is the main feature of the out-
lines of objects and can be regarded as the space ampli-
tude of the image. The local gradient is actually the rate
of the height change in the sliding direction. Similarly,
the vibration intension is the intuitive perception of vibra-
tion and changed by the vibration frequency. The rhythm
reflects the rate of the vibration frequency change in time.
Based on their similarities, the improved algorithm maps
the height to the vibration intension as well as the gradient
to the vibration rhythm. Both of them are in relationship
of the direct proportion, which can be expressed as

R=k x |VfID=k,x |h| (4)

where R is the vibration rhythm; D is the vibration inten-
sion; k, is the ratio of the maximum of local gradient and
the maximum of vibration rhythm; k, is the ratio of the
maximum of touch position height and the maximum of
vibration intension. By the tactile perception experiments
of studying the influence on the vibration rhythm with
changing periods, the relationship of vibration intension
and period is shown as

R=-0.5T+105 (5)

where T is the modulating period. Thus, the vibration
rhythm can be obtained.

3 Performance of the Finger Mounted Device

To evaluate the performance of the improved shape ren-
dering algorithm, the experiments of shape perception
were designed.

3.1 Participants

18 subjects (10 males and 8 females), aged from 23 to
28 years old, are all right-handed. All of the subjects use
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the right hand to perceive different shapes.
3.2 Virtual experimental shapes

In this experiment, four basic typical shape units,
which are edge, flat surface, inclined surface, quadric
surfaces including convex surface and concave surface,
are chosen for perception. Calculated by the improved al-
gorithm, the vibration patterns for experimental shapes
are shown in Fig.5. Motor L, D, R represent the motors
attached on the interactive module in three directions,
left, down and right, respectively. When the subject’s
finger with the device slides on the tablet, the subject
feels the simulated virtual objects by a vibrotactile stimu-
lus. The vibration change mainly occurs during the explo-
ring in the horizontal direction, as shown in Fig. 5. For
example, in the process of touching the convex surface of
quadric surfaces, when the subject slides horizontally on

Voltage
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Motor D ey

Edge

B
R |

Motor R
Lt t

(a)

Voltage

Motor R’

- Flat surface

Voltage

i 1 Inclined surface
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Voltage

Motor L

; t 1
| Motor D .—,. l\t‘\‘/;/ i
! i 4 s T

— L &Iotor R

t, 1 7~ Concave surface

-

(e)
Fig.5 The voltage waves of vibrators, two-dimensional pic-
tures and three-dimensional graphics. (a) Edge;
(c¢) Inclined angle; (d) Convex surface; (e) Concave surface

(b) Square;

the convex picture of screen from left to right during #, to
t;, the voltage waves of three motors change as the left
part shown in Fig. 5(d). However, if the subject slides
vertically in the central part at time ¢,, there is only down
motor vibrating as the motor status at ¢,. Meanwhile,
when the subject perceives from left to right during ¢, to
t5, the order of vibrating motors always changes. From ¢,
to t;, motor R, motor D, motor L vibrate in order,
which imitates the real contact process. In reality, when
the finger slides from left to right on convex surface, the
right side of finger usually contacts the surface initially,
then the down side of finger contacts the peak of the sur-
face, and after that the left side of finger contacts the rest
of the surface. The order of vibrating motors depends on
the local gradient direction of the finger contact point and
the motors vibrate in different rhythms with the change of
the object’s curvature calculated by Eq. (4). Also, the
vibration intension is changed with the image height in
Eq. (4). The vibration patterns of other shapes are shown
in Fig.5.

3.3 Experimental procedure

Before the formal experiment, subjects need to become
used to the finger device and the vibrotactile stimulus cor-
responding to the specific shapes. They select the grey-
level image of the perceived shape on the touch screen
and the slide finger attached with the interactive module
on the shape perception zone which is displayed on the
screen. The experiments consist of two parts.

In Experiment 1, five experimental shape vibrations
generated by two algorithms ( Algorithm 1 is the previous
one by Zhong et al. and Algorithm 2 is the improved one
in this paper) are shown to subjects by the finger mounted
device. There are 30 shape vibration patterns in total,
which are shown to subjects randomly. There are five tri-
als for five shapes. In each trial, the vibration pattern
generated by two algorithms for each shape appears three
times, respectively. Subjects need to choose a better one.
They can repeat the perception and the repeated times are
recorded.

In Experiment 2, no visual images are shown to sub-
jects in the shape perception zone when their fingers slide
on the screen. They have to match the “shape” they feel
to the grey-level image. In each trial, the vibration pat-
tern for each shape appears three times. There are 15
shape vibrations in total, shown to subjects randomly.
Subjects have to do the same mapping for both Algorithm
2 and Algorithm 1.

3.4 Results and analysis

The comparison results of the two algorithms in Experi-
ment 1 are shown in Tab. 2, which reflect the subjective
assessment of the two algorithms. For 20 subjects, there
are always more people feeling more comfortable in Algo-
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rithm 2 than in Algorithm 1. In the perception of edge
and flat surfaces, the repeated times change with the com-
plexity of comparison and the shape outline. In the edge
and flat surfaces, both algorithms perform well due to the
simple vibration pattern corresponding to the shape out-
lines of the edge and flat surfaces. However, in the per-
ception of the inclined surface, convex surface and con-
cave surface, Algorithm 2 performs much better than Al-
gorithm 1. That is to say, the improved algorithm can
extract more shape features from the inclined surface,
quadric surface and greatly enhances the sense of reality.

Tab.2 Comparison results of two algorithms

Virtual shapes  Algorithm  Repeated times Number of subjects

. Algorithm 1 2.35 7
Fig. 5(a) .

Algorithm 2 2.23 11

. Algorithm 1 2.47 8
Fig.5(b) .

Algorithm 2 2.30 10

. Algorithm 1 1.75 3
Fig. 5(c¢) .

Algorithm 2 1.81 15

. Algorithm 1 2.05 5
Fig.5(d) .

Algorithm 2 1.45 10

. Algorithm 1 2.40 6
Fig. 5(e) .

Algorithm 2 2.00 12

The accuracy result of Experiment 2 is shown in Fig. 6.
In Algorithm 1, the general average accuracy is 89.4%,
while in Algorithm 2, the general average accuracy is
94% . In Fig. 6, subjects perform worse in the flat surface
and inclined surface. The reason is that subjects mainly
recognize shapes by the vibration position for lack of suf-
ficient shape feature characteristics in Algorithm 1, espe-
cially in the inclined surface. In Algorithm 2, subjects
perform much better for the reason that they can clearly
recognize the flat surface and inclined surface since the
improved algorithm is based on the information extracted
from the touch position and the finger gesture. The inter-
active information is considered when the finger is touch-
ing an object.

@ Algorithm 1
o Algorithm 2

100 T {_ {_ T +

Accuracy/%
& o
(=] (= (=]

[
(=3

Concave
surface

Convex
surface

Flat surface Inclined
surface

Edge

Fig.6 The accuracy of two algorithms

In both Algorithm 1 and Algorithm 2, subjects all per-
form well in quadric surfaces but the accuracy in Algo-
rithm 2 is still a little higher. Subjects claim that they
identify the quadric surfaces mainly depending on the vi-

bration thythm and the position and the inclined surface
relying more on the vibration position and the intension.
The repeated times of them in Tab. 2 are also different.
Therefore, the improved algorithm limits the influence on
recognizing the quadric surfaces. It influences more the
accuracy of the flat surface and the inclined surface.
However, the accuracy of the flat surface and the inclined
surface are still lower than the average accuracy 94 % .
The major reason is that subjects are more sensitive to the
vibration rhythm and the position rather than to the inten-
sion. Besides, during the experiments, all subjects have
the following similar feelings: 1) The finger gesture has
little help for the shape perception. They perceived shapes
from the vibration rhythm, intension and distribution;
2) Though subjects are able to distinguish the virtual
shapes by vibrotactile stimuli but the sense of reality is
not greatly improved in the edge and flat surface.

4 Conclusions

1) According to the reaction time and accuracy of the
shape perception experiments, it is showed that the sub-
jects can distinguish more different shapes than before.

2) Not only the repeated times are decreased but also
the accuracy of shape identification is obviously im-
proved. It is also found that subjects are more sensitive to
the vibration rhythm and the position than vibration inten-
sion.

3) Therefore, the improved algorithm performs well in
shape recognition, and has an improvement on the reality
of shape perception. In the future, the sense of reality
and multimode haptic rendering are a worthy research
base for the current work.
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