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Abstract: For wireless sensor networks, a simple and accurate
coordinate-free k-coverage hole detection scheme is proposed.
First, an algorithm is presented to detect boundary cycles of 1-
coverage holes. The algorithm consists of two components,
named boundary edge detection and boundary cycle detection.
Then, the 1-coverage hole detection algorithm is extended to
k-coverage hole scenarios. A coverage degree reduction
scheme is proposed to find an independent covering set of
nodes in the covered region of the target field and to reduce
the coverage degree by one through sleeping those nodes.
Repeat the 1-coverage hole detection algorithm and the higher
order of coverage holes can be found. By iterating the above
steps for k —1 times, the boundary edges and boundary cycles
of all k-coverage holes can be discovered. Finally, the
proposed algorithm is compared with a location-based coverage
hole detection algorithm. Simulation results indicate that the
proposed algorithm can accurately detect over 9% coverage
holes.
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‘ x ] ircless sensor networks have attracted much atten-

tion due to their wide potential applications in en-
vironmental monitoring, military defense and so on.
Many of these applications require that the target field is
fully covered by sensors. For the applications that need
stronger environment monitoring, such as military appli-
cation, triangulation-based positioning or for fault-toler-
ant purpose'”’, it is necessary to ensure that the target
field is sufficiently k-covered(k=2), which means that
every point in the area is at least covered by k sensors.
However, coverage holes may exist due to many reasons,
such as random deployment, energy depletion or destruc-
tion of sensors.
all coverage holes in order to ensure the full operability of

It is thus essential to detect and localize
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the network.

In this paper, we propose an accurate range-based k-
coverage hole detection algorithm to discover the bounda-
ry cycles of all coverage holes, where k is a predefined
integer and k=1.

We present a scheme for discovering 1-coverage holes.
The WSN is modeled as a graph and each edge of the
graph is checked to determine whether it is a boundary
edge. Then, we go further to find boundary cycles to lo-
calize each coverage hole by broadcasting messages along
the boundary edges. After that, we extend the 1-coverage
hole detection algorithm to k-coverage scenarios. A cov-
erage degree reduction algorithm is proposed to find an
independent covering set of nodes for the covering region
of the target field, and sleep these nodes to reduce the cov-
erage degree by one. For the remaining network, we con-
tinue to find all the boundary edges and boundary cycles.
Iterating the coverage degree reduction and 1-coverage hole
detection algorithm for k —1 times, we can find the bound-
ary edges and boundary cycles of all k-coverage holes.

The complexity of the proposed algorithm is analyzed
and we compare our algorithm with an idealized location-
based approach under k = 1 and k = 2 situations. It is
shown that our algorithm can accurately find boundary cy-
cles of over 99% coverage holes under different node
densities.

1 Related Work

Extensive research has been dedicated to coverage
problems in WSNs. Many coverage hole detection ap-
proaches have been proposed and they can be classified
into three categories: location-based,
connectivity-based approaches.

Location-based schemes usually use computational ge-
ometry approaches for discovering coverage holes. In
Ref. [2], a distributed coverage hole detection protocol
using location information of each sensor’s one and two-
hop neighbors was designed. An accurate location-based
method was proposed to discover the boundaries of all 1-
coverage holes"”!
detection based on Voronoi diagrams and Delaunay trian-
gles were proposed. Huang et al. ' proved that the node
does not border any coverage holes if its sensing border is
perimeter-covered by other sensors, and a k-coverage ver-

range-based and
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ification scheme based on perimeter coverage was also
presented. However, location-based methods require pre-
cise coordinate information of all sensors, which limits
their applicability since acquiring accurate sensor location
is either expensive or impractical'”’. The range-based ap-
proaches attempt to find coverage holes using localized
distance information between neighboring sensors. In
Refs. [8 —9], a k-coverage verification scheme utilizing
the sensing border concept was proposed for discovering
boundary nodes. Qiu and Shen"” put forward a Delau-
nay-based coordinate-free mechanism to detect coverage
holes. In Ref. [11], the authors proposed two algorithms
based on localized Voronoi polygon and neighbor embra-
cing polygon for k-coverage holes detection, in which
distance and angular information are both necessary. A k-
coverage verification algorithm that used a divide-and-
conquer approach based on a dimension reduction mecha-
nism was proposed in Ref. [12]. In Ref. [13], a range-
based scheme was proposed for discovering boundary ed-
ges and boundary cycles of 1-coverage holes. Connectivi-
ty-based approaches attract a great deal of attention since
they only need connectivity information which is easy to
obtain. A distributed coverage hole detection algorithm
based on computation of a certain generator of the first
homology of the Rips complex of the network was pro-
posed!".
homology theory for discovering all non-triangular cover-
age holes. However, connectivity-based approaches are
not capable of finding all coverage holes.

Although there are many excellent works on coverage
hole discovery, there are few schemes that can discover

Yan et al. """ presented a method based on the

the boundary edges and boundary cycles of coverage holes
at the same time except Refs. [3, 11, 13]. However, the
methods in Refs. [3, 11] need position or angular infor-
mation which is difficult to obtain. In Ref. [13], we only
discovered boundary cycles of 1-coverage holes. It is thus
essential to design an efficient k-coverage hole detection
algorithm only using localized distance information.

2 Network Model

2.1 Models and assumptions

Consider a WSN comprised of a set of sensors ( also
called nodes) V={v,, v,,...,v,}, and all the nodes are
isomorphic. The sensors are randomly deployed in a pla-
nar target field. Each sensor is capable of monitoring a
region within a circle of sensing radius R, and communi-
cating with adjacent nodes within its communication radi-
us R.. It was proved in Ref. [ 16] that coverage implies
connectivity if and only if R, =2R_. In the rest of the pa-
per we set R, =2R_for simplicity. Our scheme is also ap-
plicable for R >2R..

Nodes v, and v;(v;, v, € V and i#j) are neighbors if
and only if the line segment v,v;<R,. Each node v, is ob-
livious to its location but can estimate the distance to its

neighbors and share the information with them, e. g. by
using methods presented in Ref. [17].

In addition, some other assumptions are as follows:

1) As shown in Fig. 1, the target field is a continuous
region and the sensing range of each node v, is denoted as
a disk D,. No two sensors are located in the same position
and each node has a unique ID number.

2) Similar to Ref. [8], we assume that fence of the
target field is already covered by nodes. Sensors located
in the fence are periphery nodes and the others are interior
nodes. Each sensor is not aware of its location but knows
whether it is a periphery or an interior node by using the
method proposed in Ref. [8]. In this study, we only need
to verify the coverage of the interior nodes.

Fig.1 Network model

2.2 Definitions

A wireless sensor network can be represented as a
graph G =(V, E), where V is the set of nodes in the giv-
en wireless sensor network and E can be defined as

E={vyv;:v,v,e VAv,eN,} (1)

where N, is the set of nodes neighboring to node v,.
A region A is fully k-covered by nodes if

VpeAd, 3VCV | V]=k
s. t. pe ND, (2)

ved
We define the k-coverage holes as a continuous area cov-
ered by at most k — 1 sensors.

Considering two neighboring nodes v;, v; deployed in
the target field, the Euclidean distance between them is de-
noted by d,;. Sensing borders of these two neighboring
nodes denoted by C; and C; may intersect at two points,
that is

Cian:{pi.i’p:,j} V;ENi (3)

Particularly, there is only one crossing point when
d;; =2R,.

It was proved in Ref. [1] that a node is not adjacent to
any coverage holes if its sensing border is perimeter-cov-
ered by other sensors. This property can be further adopt-
ed as follows.

Property 1 For any node v, e N,, C;NC; = {p,,



10 Ma Wenyu, Yan Feng, Zuo Xuzhou, Xia Weiwei, and Shen Lianfeng

pi,;}. Bdge v,v; is not adjacent to any coverage hole if
dv,,v,eN,;
s.t. p,,eD.N\p;,eD,
where N, ; is the common neighbors of node v, and v,.

Definition 1(boundary edge) For any edge v,v;, if
the crossing points of C; and C; are not covered by com-
mon neighbors of them, we call edge v, v; a boundary
edge.

Definition 2( weight of edge) For any edge v,v,, if
neither of its associate crossing points is covered by other
nodes, its weight w; is 2. If only one crossing point is
covered by others, its weight w; is 1. If both the crossing
points are covered, w, equals 0.

As shown in Fig.2(a), edge v,v, is a boundary edge
of weight w, =2 since neither of its associate crossing
points is covered by other nodes. While the weight of
boundary edge v,v, in Fig. 2(b) is 1 since only one of its
associate crossing points is covered.

(b)
Boundary edges of different weights.
(b) wy =1

Fig. 2

(a) wy, =2;

Definition 3( redundant node) For a node v, located
in the network, if node v,’s sensing disk is fully covered
by other nodes, v, is regarded as a redundant node.

Definition 4(boundary cycle) For each coverage hole,
the boundary cycle is defined as the cycle that sequential-
ly connects all boundary edges bordering the same cover-
age hole.

We can see from Fig. 3 that there are five boundary ed-
ges bordering the same coverage hole. The boundary cy-
cle of the coverage hole is [1,2,3,4,5,1].

3 1-Coverage Hole Detection Algorithm

In this section, we present a 1-coverage hole detection

Fig.3 Boundary cycle

algorithm based on localized distance information. The
whole process can be divided into two components:
boundary edge detection and boundary cycle detection.

3.1 Boundary edge detection

Considering two neighboring nodes v, and v, with dis-
tance d, ;, as shown in Fig.4, the segment of v,’s sensing
border C, covered by v,’s sensing disk D, can be denoted as

S,,=C,ND,  v,eN, (4)

Fig.4 Intersection segment of node v, and v,

The length of segment S, ; denoted by pu, ; is

71R§+d?'_R§ 7]di'
-2 cos  —L (5)

Py =20 TR 2R,

To determine whether the crossing points are covered
by common neighbors, we can check the geometrical re-
lations between S, ; and other intersect segments.

Assume that segments S, is the section that node v,’s
sensing border intersects with node v,. The angle §,, be-
tween edge v,v; and edge v, v, is

2 2 2
—ldi,j +di,k _dj,k

2d, d,

i, j 7 k

6, = cos (6)

There are three different relationships between S, ; and
S, ;» which are useful for boundary edges detection, as il-
lustrated in Figs. 5(a) to (c). Notice that when S, C
S, ;» it is irrelevant for discovering boundary edges.

1) Disjoint: Neither of the two crossing points is cov-
ered by node v,, as illustrated in Fig.5(a).

2) Overlap: Only one crossing point is covered by v,,
as illustrated in Fig.5(b).

3) Subsume: Both the two crossing points of node v,
and v, are covered by node v,, as illustrated in Fig. 5(c).

We can reach the following corollaries according to the
geometrical relationship:
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(a) (b) (b)
Fig. 5 Intersection relationships. (a) Disjoint; (b) Overlap;
(c) Subsume
Corollary 1  For a node v, e N,, if u, , =u,  +26
then p, ;. p,," € D,, k#i,j.

jik?

Corollary 2
Mij — ik

For a node v, e N, if 6, >

Jji
M T Mg
2

) N6y <

, thenp,, e D, Ap,," ¢ D,.

Corollary 3  For any two nodes v, and v, that cover
only one of the associated crossing points of edge v,v,,
they are located at different sides of v,v, when any one of
the following conditions is satisfied:

1) v, &N,

2) v,eN,and 6, =6, +6,,\V 60, +6, +6,,

For each edge v,v,, check the geometrical relationships
between nodes v;, v, and their common neighbors by Cor-
ollaries 1 to 3, and then all the boundary edges and their
weights can be found. As shown in Fig. 6(a), sensors are
randomly distributed in the target field and each black line
connects two neighboring nodes. After the boundary edge
detecting algorithm, all the boundary edges of 1-coverage
holes in the network can be discovered. As shown in Fig.
6(b), the bold lines denote the discovered boundary

edges.

=21.

(b)
Fig. 6 Discover boundary edges in the target field. (a) A given
WSN; (b) Discovered boundary edges

Algorithm 1 Boundary edge detection
Begin
for each edge v,v, e E do

if N,; =(J then
W 2
else

for each node v, e N, ; do
if v, satisfies Corollary 1 then
flag_cover «— 1

break
else if v, satisfies Corollary 2 then
N, =N, +{v}
end if
end for
if flag_cover =0 then
if \NI | =0 then
Wy 2
else if \Nl | =1 then
w1
else

for any two nodes v, v, e N, do
if v,, v, satisfies Corollary 3 then
flag_pair «— 1
break
end if
end for
if flag_pair =0 then
W 1
end if
end if
end if
end if
end for
End

3.2 Boundary cycle detection

Once all boundary edges and their weights are found,
each relevant node sends information to its corresponding
neighbor. For example, node v, discovers that edge v,v; is
a boundary edge with weight 1 or 2, it sends the message
to node v; and v; keeps this information. However, there
may be adjacent holes under lower node density. It is not
enough to determine the exact boundary of each coverage
hole only by the information of boundary edges. We need
further knowledge about boundary cycles to localize each
coverage hole. This work can be done by broadcasting
messages along boundary edges.

Property 2 For any boundary edge v,v;, if w; =1,
v, borders one coverage hole; if w, = 2, v, v, borders
two coverage holes.

First, we choose the initial edge and node to begin the
process of broadcasting a message along boundary edges.
To improve the accuracy of discovering the boundary cycle
and avoid message overheard in the broadcasting stage, the
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following rule for selecting the initial edge is proposed.
Notice that there can be three different positional relation-
ships between any two coverage holes. If two coverage
holes have a common boundary edge, we choose the com-
mon edge as the initial edge. If two coverage holes have a
common point, choose an edge that connects with the
common point as the initial edge. For coverage holes that
are separated, choose any boundary edge as the initial
edge. When a proper initial edge v,v; and initial node v, are
selected, node v; sends a message to its boundary neigh-
bors except node v,. The message contains the IDs of node
v, and node v,. The boundary neighbors continue this
process until the initial node v, receives this message.

When a node v, receives a message from its boundary
neighbor, several verifications need to be done to decide
how to deal with this message. If it has already received a
message that came from the same initial edge, it ignores
the second message for repetition. If not, node v, adds its
ID to the end of the message and broadcasts the message to
its boundary neighbors. When the initial node receives a
message that begins with itself, it means that the message
goes through a cycle and returns to the initial node. Then
it needs to verify whether a correct cycle is found. If the
initial node has already found a cycle and the second cycle
resembles the first one, then ignores the second one. If
not, a correct cycle is found and all boundary edges that
compose this cycle reduce their weights by 1. When all
messages return to the initial edge, find the next initial
edge and initial node for another round of discovery. If
there is no boundary edge with weight larger than O that
can be chosen as the initial edge, the algorithm termi-
nates.

Algorithm 2 Boundary cycle detection
Begin
for each initial edge v,v; do
ViV, +{v}
Msg—[i, j]
while |V, | >0 do
V=V,
Vi— O
for each node v, e V, do
for each boundary edge v,v (v, eN,) do
if Msg is an old message for v, then
continue
else if g =i then
a boundary cycle C is found
for each edge v, v, e C

w,,«w, —1
end for
else
ViV +{v,}
Msg—Msg + {q}
end if

end for

end for
end while
end for
End

4 k-Coverage Hole Detection Algorithm

In this section, we extend the 1-coverage hole detection
algorithm to k-coverage. First, a coverage degree reduc-
tion process is proposed to find an independent covering
set of nodes in the target field, which ensure the full cov-
erage of the area without 1-coverage holes in the net-
work. The k-coverage hole detection algorithm is an iter-
ating process of the 1-coverage hole detection algorithm
and coverage degree reduction scheme. By iterating the
above steps for k — 1 times, boundary edges and boundary
cycles of all k-coverage holes can be discovered.

First, a redundant node verification is adopted for all
nodes that do not border any coverage holes. To deter-
mine whether a node v . is redundant or not, we need to
check whether the sensing disk of the node is fully cov-
ered by other sensors.

Property 3 For each p e D, where p is the crossing
point of two sensing borders C; and C,(v;,, v, e N, and
v;eN,), D, is fully covered by other nodes if

IViiny €N, s.t. peD,

For every two nodes’ sensing borders that have a junc-
tion within v q’s sensing disk, we check if there is another
node covering this junction. If every junction is also cov-
ered by at least one node other than v, node v,’s sensing
disk is fully covered and v, is a redundant node.

When all redundant nodes are discovered, we keep all
boundary nodes and redundant nodes active. For the
nodes that are neither redundant nor bordering any cover-
age holes, they ensure the full coverage of the area that
there are no 1-coverage holes. By sleeping these nodes,
we can reduce the coverage degree of the network by
one. For the remaining network, repeat the boundary
edge detection process. We can discover all the boundary
edges of k-coverage holes by iterating k — 1 times. For
example, all the boundary edges of 1-coverage holes in
the network are found as shown in Fig. 6(b), the network
after coverage degree reduction is shown in Fig. 7. Then,

Fig.7 Network after coverage degree reduction
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all boundary edges of 2-coverage holes can be discovered
by repeating the boundary edge and boundary cycle detec-
tion process in the remaining network, as shown in Fig.
8. The complete process of k-coverage hole detection is
illustrated in Fig.9.

Fig.8 2-coverage holes found in the network

| Boundary edge detection |<7

| Boundary cycle |
detection

No _ [Coverage degree reduction
n=n+1

¢

Yes
End

Fig.9 k-coverage hole detection algorithm flowchart

Algorithm 3 Coverage degree reduction
Begin
for each active node v, e V' do
if v, borders a coverage hole or v_1is a fence node

Ve,
else

for any two node v;,, v;e N, do

if p,,eD,\p;,; ¢ D, then
for Vv,eN, ;Am##q do

end for
else if p,, e D, \p;,; e D, then
for Vv,,v,eN,; and m,nsq do
if p,,,p;;eD,orp,  eD,\p;,eD,then
flagl«—1
break
else
flagl <0
end if

end for
else
continue
end if
if flagl =1
flag_cover<«—1
else
flag_cover«0
break
end if
end for
if flag_cover =1 then
Ve,
sleep node v,
end if
end if
end for
for each v, e V' -
sleep node v,

V, -V, do

end for

for each v, e V,, do
active node v,

end for

End

5 Simulation and Performance Evaluation
5.1 Complexity analysis

In the boundary edge detection part, each edge needs
to check whether it is a boundary edge and compute its
weight. This can be done by firstly checking the geomet-
rical relationships between the two nodes that form the
edge and their common neighbors.
worst-case computation complexity is O(n), where n is
Then, check the set of

nodes that only cover one crossing point of the sensing

For each edge, the
the number of neighboring nodes.

borders and find whether there is a pair of nodes located
at different sides of the edge. Each edge needs to check
n(n —1) times at most since there are maximum 7 nodes
matching the above condition. For each node, the maxi-
mum number of connected edges is n. Thus, the compu-
tation complexity of the boundary edge detection part is
o(n).

In the boundary cycle detection part, each node just
needs to broadcast the message to its boundary neighbors,
and the computation complexity of this step is O(1).

In the coverage degree reduction part, for each node
w, every two neighbors that have a junction of their sens-
ing borders within w’s sensing range need to be checked,
the worst-case computation complexity is O(n). Then for
each junction, we need to determine whether it is also
covered by another node.
O(n*). Thus, the complexity of coverage degree reduc-
tion part is O(n’). Iterate the above steps for k — 1 times
and all the boundary edges of k-coverage holes can be dis-

The complexity of this step is
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covered.

Therefore, the total worst-case computation complexity
of the 1-coverage hole detection algorithm is O( n’). The
total worst-case computation complexity to discover all k-
coverage holes is O ( kn'),
neighboring nodes of each sensor.

where n is the number of

5.2 Performance evaluation

The algorithm is realized with Matlab. A 100 m x 100 m
square area is chosen as the target field. The sensing radi-
us R, is set to be 10 m and communication radius R, is set
to be 20 m. We assume that sensors are randomly distrib-
uted in the target field according to a Poisson point
process with intensity A, and the proposed algorithm also
works for other random distributions. In order to evaluate
the performance of our proposed algorithm ( We denoted
it as RBA), we compare it to the location-based algo-
rithm (LBA) proposed in Ref.[ 3] since it has been
proved that LBA can detect all the boundary cycles of
coverage holes correctly. The LBA scheme needs precise
coordinate information of all nodes in the network. How-
ever, as discussed in Section 1, acquiring precise location
information of all sensors is impractical, so LBA is con-
sidered as an idealized algorithm.

Detection results of our algorithm (RBA) and LBA are
compared under k=1 and k =2 situations. For the situa-
tion where k >2, we only need to increase the number of
iterations. If the results of these two algorithms are identi-
cal, it is regarded as a correct decision. It is possible that
there is a shorter path between two nodes in the cycle. If
the results are different but can be equivalent after shorten-
ing the cycle by one hop, we still considered it as a correct
decision. Otherwise, we regard it as an error.

Tab. 1 shows the total numbers of coverage holes dis-
covered by LBA and RBA under k =1 and k =2 with dif-
ferent node densities. For each A, 1 000 times simulation
are performed. From the table we can see that our algo-
rithm can accurately detect boundary cycles of over 99%
coverage holes. In addition, we show the simulation re-
sults in Fig. 10 for better understanding.

Tab.1 Numbers of coverage holes found by LBA and RBA

k=1 k=2
A LBA RBA  Accuracy/% LBA RBA  Accuracy/ %
0.009 11777 11748 99.75 13469 13359  99.18
0.010 10880 10 864 99.85 13473 13 405 99.49
0.011 9755 9753 99.98 12999 12913 99.34
0.012 8732 8724 99.91 12310 12260  99.59
0.013 7622 7618 99.95 11647 11610 99.68

6 Conclusion

In this paper, we propose an efficient coverage hole
detection algorithm using only the localized distance in-
formation of neighboring nodes for wireless sensor net-

works. The algorithm consists of three components. In

k:
16 CI1(LBA); 2(LBA)
= 2 1(RBA); &3 2(RBA)
[
= l4r
> N N .
5L N \ \ ‘
o N ZN N\ N\ \
S0l ION N N\ \ N\
g N N N 2N \
o N N N N N
5 N LONH [N TN 1IN
5 6 N N N N N
2 N N N N N
N N N N ON
ELLNE (DN TN [N |
5 N N N N N
210N TN TN [N | I
L ION N N N N
0.009 0.010 0.011 0.012 0.013
Intensity 1

Fig.10 Performance evaluation under k=1 and k=2

the first two components, we use a graph to model the
WSN and discover boundary edges and boundary cycles
of all 1-coverage holes.
an independent covering set of nodes in the covered re-
gion of the target field, and reduce the coverage degree of
the target field by sleeping those nodes. By iterating the

above steps for k — 1 times, we can discover boundary ed-

In the third component, we find

ges and boundary cycles of all k-coverage holes. By com-
paring with an idealized location-based algorithm under k
=1 and k =2,
can accurately discover the boundary cycles of over 99%
coverage holes under different node densities.
plexity of our algorithm to discover all the k-coverage
holes is O( kn’),
each node.

it is shown that our proposed algorithm
The com-

where n is the number of neighbors of
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