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Cai Jing"?

Chen Jianlong'

('School of Mathematics, Southeast University, Nanjing 211189, China)
(ZSchool of Science, Huzhou University, Huzhou 313000, China)

Abstract: The range and existence conditions of the Hermitian
positive definite solutions of nonlinear matrix equations X* +
A"X'A = Q are studied, where A is an n x n non-singular
complex matrix and @ is an n x n Hermitian positive definite
matrix and parameters s,  >0. Based on the matrix geometry
theory, inequality and linear algebra
technology, according to the different value ranges of the
parameters s, f,
positive definite solution and the necessary conditions for
equation solvability are presented, respectively. Comparing
the existing correlation results, the proposed upper and lower
bounds of the Hermitian positive definite solution are more
accurate and applicable.
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relevant matrix

the existence intervals of the Hermitian

n this paper, we consider the following nonlinear
matrix equations:

X' +A'X'A=Q (1)

where A~ denotes the conjugate transpose of the n X n
nonsingular complex matrix A and @ is a Hermitian posi-
tive definite matrix with the general case s, 7 >0.

The nonlinear matrix equation X' + A" X ‘A = Q has
many applications in control theory, dynamic program-
ming, stochastic filtering and statistics etc., see Refs. [ 1
—5] and the relevant reference therein. In recent years,
the theory and computation of the Hermitian positive defi-
nite solutions of Eq. (1), such as existence conditions,
perturbation analysis, and the numerical algorithm, have
been widely studied. The case s =7 =1 has been discussed
by several authors' ™>**".
cussed the Hermitian positive definite solutions with the
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case s=1, 7e N*, where N denotes the set of positive
integers. Liu et al. """ considered the case s, e N".
The cases s=1,re[0,1] and s=1,7re[1, + ©) were
discussed by Hasanov et al. '™
ered the case: 0 <t<<1, s=1ort=1,0 <s<1. However,
the general case s, t >0 is rarely considered.

In this paper, we study the bounds of the Hermitian
positive definite solutions of Eq. (1) in the general case
s,t>0. In practice, giving precise estimates of solution
bounds before actually solving the problem can help to
search for the solutions and reduce computational bur-

. 16-17 .
. Cai et al. """ consid-

dens. It also can be a check of whether the solution tech-
niques result in valid solutions. The following notations
are used throughout this paper. C™™" denotes the set of m
x n complex matrices. Let B >0(B=0) denote that B is a
Hermitian positive definite ( semidefinite) matrix. For Her-
mitian matrices B, C € C"*", we write B>C(B=C) if B
-C>0(B-C=0). For any Hermitian matrix H, its ei-
genvalues are ordered as A,(H) =, (H)=...=A,(H).

For convenience of discussion, in the sequel, a solu-
tion always means a Hermitian positive definite solution
unless otherwise noted.

1 Some New Bounds of the Solutions

First, we give some lemmas which are useful for obtai-
ning our main results.

Lemma 1'"* If B>C >0 (or B=C>0), then B” >
C’>0(or B"=C" >0) for all ye(0,1] and 0 <B” < ("
(or0<B"<(C) forallye[ -1,0).

Lemma 2" Let B and C be positive operators on a
Hilbert space such that 0 <m, <B<sM,, 0 <m,<C<
M,, and 0 < B<C. Then

BPs(M‘)plC", B”s(Mz)plC"
ml m2
hold for any p=1.

Lemma 3™ LetBeC"”", Ue
B, B — UV be nonsingular, then

C', veC”", and

(B-UV) '=B'-B'U(VB™'U-I) "'VB™'
Let f(x) =x'(6-x"),0>0,x=0. Then

1/s
1) f1is increasing on [O, (i@) ] and decreasing on

Lemma 4™
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1/s

R

The following theorem presents some solution bounds
of Eq. (1) which may help us to obtain rough estimate of
the solutions and reduce the computational cost.

Theorem 1 Suppose that X is a solution of Eq. (1).
If s=¢>0 and s=1, then

(AI(B)) B <X<(Q-A"(Q-A"Q"A)"A)

(2)
where B=AQ 'A"+AQ ' (n(AQ'A") ' -Q ) 'Q'A”
MAQ'V‘*))‘”"

A, (AQ A7)
If0<s<tand t=1, then

with 5 = (

X>14074" +AQ7 Q- (1) A0 W) -

Q—]]—]Q—IA*}I/I (3)

and

we(b) e-(iig) wea) @

where p and v are the maximal and minimal eigenvalues
/s-1

)\,,(Q)) A*Q*l/JA'
1 (D)

Proof Suppose that X is a solution of Eq. (1), then
X' =0-A"X"A<Q.

If s=7>0 and s=1, then according to Lemma 1, we
have X ' =(X)">Q".

From which it follows that

of the matrx Q - (

X'=(X) "=(Q-A"X"4) " >(Q-A"Q"A) "

Then, we have
X'=0-A"X"A<Q-A"(Q-A"Q"A) A
which yields
X<(Q-A"(Q-A"Q"A) A" (5)
On the other hand, since

X—IZ(A*)fl(Q_X.s‘)Afl —
(A(@-X)'A") <A@ 'AT) ! (6)

according to Lemma 2, we obtain

/\I(AQ—JA*) s/t-1 e
— AQ A =
vagan) 404

n(AQ—]A*)—x/r (7)

st =(Xfl)x/t < (

By Lemma 3 and (7), we have

X=A(Q-X)"'A" =
AQ -0 (X -D X HA" =
AQ Q7 (XT -0 e hA >
AQilA* +AQ71(77(AQ71A*)7W _Q71)71Q71A* =B (8)

Then, according to Lemma 2, we obtain

) ) B s/t-1 )
X’ :(Xr)m>(/\n( )) s/t

A (B)

)\”(B) )l/rl/sB]/l

A, (B)

If0<s<rand t=1, according to Lemma 2 and the in-

which implies X > (

equality
X' =0-A"X"A<Q

/\,(Q)) N 0"”". Then we have
A,(Q)

A\
AI(Q))

Hence, by Lemma 2, we have

we obtain X' = (X°)"” < (

A*er/:A (9)

X =0-A"X"A <Q—(

X' =(X)" < (f‘vi)/1 ( 0 —j\\rﬁg;)m_]fl QA"

(10)

where p and v are the maximal and minimal eigenvalues
An(Q) )I/.vl
1 (D)
Noting that =1, it follows from (10) and Lemma 1
that

A* Q—r/sA.

of the matrix Q — (

(2] oG] o

Combining (9) and Lemma 3, we obtain

X =A(0-X)"'A" =
AQT -0 (XQ -D XQHA" =
A(Qfl +Q71(X7J_Q—1)—1Q—1)A* >

-1 * -1 /\n et * -t/s -1
AQ7'A"+AQ [(Q—(/\E(Qz;) ATQA) -
Q*l] 71Q71A*
which yields
)‘n(Q) /s —

X>{AQ7]A* +AQ71[(Q—( IA*Qit/XA)il_

Qfl] 71Q71A>:< }l/l
This completes the proof.
Corollary 1 Assume that Eq. (1) has a solution.
If s=1,0<t<1, then

An(B) Vet 1/t * * —t/s —t/s Vs
(AI(B)) B <X<(Q-A"(Q-A"Q"A)"A)

10

(11)

where B is as the same as the one defined in Theorem 1.
If0<s<l1, t=1, then

/\,,(Q) o * —t/s -1
A A -
/\I(Q)) ¢ 4b

(12)

X >{AQ'A" +AQ”[(Q—(
Q71]71Q71A*}]/1

and
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1/s =1

X<(jyi) (0 A>D)

_ A* 7I/SA 1/s
L) e

where y and p are as the same as the ones defined in The-

(13)

orem 1.

Proof

If s=1,0<¢<1, then by (8) and Lemma 2, we ob-
A(B)
A, (B)
(11) can be derived by Theorem 1. If 0 < s<1, =1,

1/s =1

(Q-

tain X > ( )" "'B"". Moreover, the upper bound in

then by (9) and Lemma 2, we obtain X < (}L)
v

t/s—1
()\,I(Q)) A*Q71/SA)1/S'
A (Q)

The lower bound in (12) can be derived by Theorem
1. This completes the proof.

Remark 1 Zhou et al. """ presented the bounds of the
solutions of Eq. (1) with the case s=1,0<t<1or0<s
<1,t=1 as follows.

If s=1,0<t<1, then

1/t -1
1/t

) B <X<(Q-A QA"

(/\,,(B)

A, (B) (1

If0<s<l, tr=1, then

[AQ—]A* +AQ—I((AQ—IA*)—S/)‘ _Q—]) —]Q—]A*]l/r <
1/5 -1 )\ (Q) t/s -1 ‘ ‘
X<(&) ( _( n ) A QA" (15)
@) 40
where B, i and y are as the same as the ones defined in
Theorem 1.

Comparing Corollary 1 with (14) and (15), one can
easily find that for the case s=1, 0 <t<1, the upper
bound of X in (11) is smaller than that in (14). For the
case 0 <s<1, r=1, combining (6) and (9), we have

)‘ (Q) e * —t/s -1 -5
n A A X' =
AI(Q)) Q4 <

(Xft)s/1<(AQ71A>:<)7S/t

(Q—(
(16)

which implies that the lower bound of X in (12) is larger
than that in (15). Hence, our estimate in Corollary 1 is
sharper.

Corollary 2 Assume that Eq. (1) with the case s, t
N* has a solution.

If s=t¢, then

Bl/l<X<(Q_A*(Q_A*Qfl/xA)71/SA)1/S (17)

where B is as the same as the one defined in Theorem 1.
If s<t, then

AN
L A ‘A —
AI(Q)) 4

X >{AQ7'A" +AQ”[(Q—(
Q—l] —IQ—IA* }l/t

and

A * th/sA) 1/s

M(Q))”1 (18)

A (D)

Proof For the case s,7e N", if s=1, then it follows
from the right sides of (2), (8) and Lemma 1 that (17)
holds. If s<t, it follows from the left sides of (3), (9)
and Lemma 1 that (18) holds. This completes the proof.

Remark 2 Duan and Liao"™ obtained the bounds of
the solution X of Eq. (1) with the case s, e N as fol-
lows:

X<(Q—(

Xe(M,N) (19)

where

M={AQ 'A" +AQ"' [ (/WQ“'))“”/’_

A(ATTQAT

(A_*QA-l)s/x_Q—l] Q—]A*}l/t

)\n(Q_l) = * -t/s Vs
A A
a4 e

For the case s, te N¥, if s=¢, comparing (17) with
(19), we have

Bl/r =[AQ—]A* +AQ71(7](AQ7]A*)7J/I _Q—])—IQ—IA*]l/r —

o [P0

Q—l ] _]QqA* ViSM

N=[@~(

and (Q-A"(Q-A"Q"A) "A)" <(Q-4"Q"
A)" <N.
If s<t, since s=1, we have

/\n( Q) vt * -t/s 1/s
A A <
V) AeTars

An(Q_l) (t-1)/s
A2

Furthermore, according to (16), we obtain

1 * -1 An et * —t/s -1
(AQ'A" +AQ [(Q—(/\E(QZ;) AQA) -

Qfl] 71Q71A* }1/1>M

-

[Q_( ATQ"A] =N

So, our estimate in Corollary 2 is sharper than Theo-

. . 3
rem 2. 1 in Duan and Liao'"'.

2 Conditions for the Existence of Solutions

The following theorem gives the necessary condition
for the existence of solutions.

Theorem 2 If Eq. (1) with the case s=1 has a solu-
tion X, then

s

2 -2 412y S (L
o, (0 7AQ )<s+t(s+t)

and X° < aQ, where o is a solution of the equation

(1 -xT) =0, (Q7AQT) in [I,STH]'
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If Eq. (1) with the case s<t has a solution X, then

s/t

2 14 kN 2y - 12 r (s
oh((AQ A ) < ()

and X’=8""(AQ'A")"", where B is a solution of the
equation x (1 —x™") = ¢, ((AQ™'A")"™ Q) in
s+t

(L=

s
Proof Let X be a solution of Eq. (1). Then X ' is a

solution of the following equation:
Y'+A'Y"A=0Q (20)

From which it follows that

Q—]/Zy—]Q—]/Z :I_Q—]/ZA* Yt/AAQ—l/Z
Then, we have
AM(Q]/ZYQI/Z) -1 =)\1(Q7]/2Y71Q71/2)

/\](I _ Qfl/ZA* Yt/sAQ71/2)
1 —){ (Qfl/ZA* Qfl/ZSQr/Z:Yr/:Qr/Z:Q—t/ZxAQ71/2) —
1 _A”(QI/ZYQI/Z)I/.VO_Z(Q—I/ZSAQ—I/Z)

which yields

O_IZI(Q—r/ZsAQ—I/Z) $)\n(Q]/2YQV2) —r/s[l _/\”(QI/ZYQ]/Z) —I]
(21)

Consider the function f(x) =x " (1 —x7").
t/s

s+t Ky t
f( ) SH(sH) , then by (21),

Noting

that max f( X)

xe(0, +
/s

)< S t )
Te4t\s+t

Define a sequence as follows:

we obtain o (Q "*AQ "

_1 . =(1 _ai/x z(Q [/ZSAQ 1/2 k=0,1,2, ...
(22)
For the case s=t¢, we have
Y=(Q-A"Y"A) '>0 " =q,0""

Assume that YaakQ'l. By Lemma 1, we have

:(Q_A*Yt/.vA) —IB(Q_aZ/sA*Q—r/xA) -1 —

[QI/Z(I_a;/.sQ—]/ZA*Q—t/sAQ—l/Z) -1Q1/2] s
[Q1/2(1 _a;/sa_i(er/zsAQ71/2)Q1/z] -1 _
[akj]Q] - =ak+1Qil

So, by the principle of induction, we obtain Y=«,Q "'
(k=0,1,2,...). In addition, it is easy to verify that the
sequence {c, } is monotonically increasing and has an up-
per bound (s +7)/¢ by induction. Hence, {«,} is conver-
gent.

Let {i{gak =q, then Y= a0 '. Hence, X' < a0,

1 2

where « is a solution of the equation x "*(1 -x~') = ¢
s+t

(Qfl/Z.\AQ71/2 [1 ]
On the other hand, 1f Eq. (1) with the case s<¢ has a

solution X, then we have X' =A(Q -X’) "'A".
Let Z =X’, the former matrix equation can be reduced
to Z=[A(Q-Z) -1A"]"". Then, we obtain

)\,,(Q_I/ZZQ_]/Z) :)\,,(Q_I/Z[A(Q_Z) —IA*].x//Q 1/2) —
A”(Q—I/Z[AQ—I/Z(I_Q—I/ZZQ—I/Z) —IQ—I/ZA*]s/fQ—l/Z) >
A(Q(AQTA) QTN (-2 ) =
o_i((AQ—lA*)x/er—l/Z)[l _/\n(Q_l/ZZQ_]/z)] —s/t

That is

a_i((AQ—lA*)x/ZtQ—I/Z) g)‘n(Q—l/2ZQ—I/2)'
[1-2,00""20"")1" (23)

Consider the function g(x) =x(1 -x) i Noting that

s/t
S

t

t s s/t
s+t\s+t
Define another sequence as follows:

By =1, =(1 =B o, ((AQT'A")™Q ")) ™!
k=0,1,2, ... (24)

tain o_i((AgflA*)x/Zer]/Z) <

For the case s<t, we have
Z:[A(Q—Z) —lAﬁ].v// >ﬁg/1(AQ—1A*)x/l

Assume that Z >B‘Z'(AQ’1A *)*". By Lemma 1 and

hypothesis, we have

Z—[A(Q Z)—IA*]A'/!:
[A 1/2(1 I/ZZ 1/2) -1 I/ZA x/r
[AQQ ]/2(1 BgQ 1/2(?4Q ]A )QA/IQ 1/2) —lQ ]/ZA*]J/I
k
[AQ l/Z(I Bx/l i((AQ A )t/ZIQ ]/2)—1Q l/ZA* s/ —
BL/_:I(AQ lA )3/!

Then, by the principle of induction, we conclude that
Z>B"(AQ'A")""(k=0,1,2,...). In addition,
easy to verify that {8, } is monotonically increasing and
has an upper bound (s + f)/s by induction. Hence {3,} is

convergent.
Let limg, =B, then Z >B7(AQ'AT) e, X° >

B'(AQ 'A")”", where B is a solution of the equation
x—.t/l(l_x—]):o_i((AQ—]A*)x/ﬂQ—]/Z) . S+t

(1=
This completes the proof.

it is

3 Conclusion

In this paper, the bounds and existence conditions of
the Hermitian positive definite solutions of the nonlinear
matrix equation X' +A " X ‘A = Q with general case s, t >
0 are discussed. Sharper bound estimations of the solu-
tions of Eq. (1) are obtained with respect to different ca-
ses of s, . The necessary condition for the existence of
solutions is presented. Based on this, some corresponding

results of Eq. (1) are generalized and improved.
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