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Abstract: To further improve delay performance in multi-cell
cellular edge computing systems, a new delay-driven joint
communication and computing resource BP ( backpressure )
scheduling algorithm is proposed. Firstly, the mathematical
models of the communication delay and computing delay in
multi-cell cellular edge computing systems are established and
expressed as virtual delay queues. Then, based on the virtual
delay models, a novel joint wireless subcarrier and virtual
machine resource scheduling algorithm is proposed to stabilize
the virtual delay queues in the framework of the BP scheduling
principle. Finally, the delay performance of the proposed
virtual queue-based BP scheduling algorithm is evaluated via
simulation experiments and compared with the traditional
queue length-based BP scheduling algorithm. Results show
that under the considered simulation parameters, the total
delay of the proposed BP scheduling algorithm is always lower
than that of the traditional queue length-based BP scheduling
algorithm. The percentage of the reduced total delay can be as
high as 51.29% computing resources are
heterogeneously configured. Therefore, compared with the

when the

traditional queue length-based BP scheduling algorithms, the
proposed virtual delay queue-based BP scheduling algorithm
can further reduce delay in multi-cell cellular edge computing
systems.
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ellular users tend to run computation-intensive appli-
Ccations, which require many computing resources.
To meet this requirement, the idea of cellular edge com-
puting is introduced, in which computing servers are lo-
cated in the base stations (BSs) and users’ applications

are offloaded to BSs to execute'' ™. There are two types
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of resources to be scheduled: the communication resource
used during the offloading and the computing resource
used during the execution. Hence, there are two types of
delay, that is, communication delay and computing de-
lay, in cellular edge computing systems. This paper stud-
ies the resource scheduling problem for cellular edge com-
puting systems which minimizes the communication delay
and computing delay.

There are many related studies in the literature. Ac-
cording to the assumptions of delay, they can be classi-
fied into three categories. For the first category” "', only
the transmission delay or execution delay is considered.
However, queueing related delay is not considered. The
second category of the scheduling algorithm is based on
the queuing theory model. For this category” ™', in addi-
tion to transmission delay and execution delay, the queue-
ing related delay is also considered. However, this cate-
gory assumes that the queue can be modelled as the tradi-
tional queue (e. g., the M/M/1 queue) so that the delay
formulas of the queueing theory can be readily applied.
The third category of the scheduling algorithm is based on
the backpressure ( BP) scheduling framework. For this
category, the queueing related delay is also considered.
Furthermore, this category does not make any assumption
of the model of the queue and uses the framework of BP
scheduling which was established in Refs. [13 — 14] to
design scheduling algorithms. A typical resource schedu-
ling algorithm of this category is derived as follows'"" ™' :
Firstly, consider that the average delay and average queue
length are interchangeable by Little’s Law; secondly, de-
fine the queue length-based Lyapunov function; finally,
design the backpressure scheduling algorithm which mini-
mizes the conditional drift of the Lyapunov function by
the method in Refs. [13 —14].

In this work, we focus on the backpressure-based sched-
uling algorithms. Existing backpressure-based scheduling
algorithms have two limitations. Firstly, existing BP
scheduling algorithms were all based on the queue length
which did not control the delay directly. Actually, due to
the lack of delay formulas, the existing backpressure-
based scheduling algorithms cannot solve the delay con-
trol problem directly but have to solve the queue length
control problem instead. Secondly, most existing back-
pressure-based scheduling algorithms only considered the
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single-cell scenario. For this scenario, the scheduler only
needs to decide how to allocate communication resources
between users. However, the multi-cell scenario. is more
practical than the single-cell scenario. In fact, for the
multi-cell scenario, in addition to deciding how to allo-
cate communication resources between users, the schedu-
ler still needs to decide how to assign BSs to users.
Therefore, this work will extend the traditional backpres-
sure-based scheduling algorithms by studying the schedu-
ling algorithm which solves the delay control problem di-
rectly for multi-cell cellular edge computing systems.

1 System Models

Consider a multi-cell cellular edge computing system,
in which time is slotted and the duration of each slot is T
(unit: s). Let I denote the total number of users.

For the communication resource, assume that there are
a total of R subcarriers and J BSs in the system. At the
beginning of each slot, the communication scheduler allo-
cates subcarriers and BS for the applications of users. For
each subcarrier allocation, let s;, and d, , denote the num-
ber of subcarriers and the index of BS allocated to the e-
th application of user i, respectively. Let m, ( - ) denote
the subcarrier-slot mapping function which maps the num-
ber of allocated subcarriers to the number of slots needed
to offload an application from user i to BS j. Assume that
the subcarrier-slot mapping function m, ;( - ) is a mono-
tonic decreasing function of the variable. For BS alloca-
tion, let ¥, denote the set of BSs accessible by user i
(i.e., BSj can receive the signal from user i with a sig-
nal-to-interference-plus-noise-ratio exceeding a thresh-
old), then we have d, ,eV,.

For the computing resource, assume that there are a to-
tal of F; virtual machines (VMs) in BS j. At the begin-
ning of each slot, the computing scheduler of each BS j
allocates VMs for the applications offloaded to itself. Let
g;... denote the number of VMs allocated to the e-th appli-
cation of user i by BS j where d;, =j. Assuming that at
most g, VMs can be allocated to an application, then we
have g;,,<g,.- Let u,( +) denote the VM-slot mapping
function which maps the number of allocated VMs to the
number of slots needed to execute an application of user i,
which is a monotonic decreasing function of the variable.

1.1 Communication delay model

There are / communication queues, one for each user.
For the i-th communication queue, let U,(n — 1) denote
the number of applications in the queue at the beginning
of slot n, X, ;(n) denote the number of applications off-
loaded to BS j(i.e., leaving the queue) during slot n,
and A,(n) denote the number of applications arriving to
the queue at the end of slot n. The value of X, (n) can
be written as

X, (n) = Y n, +m(s,) -1 =n} (1)

ed, =j

where 1{ - } equals one if the condition is true and zero
otherwise and n, , represents the index of slot at the begin-
ning of which the values of s, , and d, , are given. Hence,
the evolution of the i-th communication queue is de-
scribed as

Un) = (Un=1) = ¥ X,(m) +A(n)  (2)

jeV,

where ( )" =max( -, 0).

The constraints on the scheduling variables (n
d,,) are stated as follows. Let r,,(n) denote the number
of subcarriers allocated to the e-th application of user i

during slot n, that is

i,e? Si,e’

neln,,,n, +mi‘j(sl.yf) -1]

i,e?

(3)

0 else

r(n) = {S

Then, let R, ,(n) denote the total number of subcarriers al-
located to the link from user i to BS j during slot n, that is
R (n) = 3 r.(n (4)
eld,.=j
For any two users i and k, if there is a BS which is acces-
sible to both i and k, we say that user k is a competitor
user of user i. Let (2, denote the set of the competitor us-
ers of user i. Then for each user i and BS j e¥;, we have
the following constraint:

SR,(m+ Y YR, (n) <R (5)

je¥, kel he¥,

Finally, the formula of communication delay is derived
Let I,

enced by all applications in the i-th communication queue
until slot » +1. Then, we have

as follows. (n) denote the total delay experi-

I .(n = ZUi(k)T (6)

Let I";(n) denote the time-average of I", ,(n), that is,
I''(n) =T, ,(n)/n, as the measure of the communica-
tion delay experienced by the applications of user i.
Then, we can express [",(n) as a virtual queue:

T'(n)y=T(n-1)—el(n-1) +eU(n)T (7)

where ¢ is the smoothing coefficient and takes the value
of 1/n. Since 1/n approaches zero with the increase in n,
we can alternatively set & to be a positive constant. Final-
ly, let W,(n) denote the normalized version of I",(n),
that is, W,(n) =1",(n)/T. Then, we have

W.(n) =W(n-1) —eW(n-1) +&U(n)  (8)

1.2 Computing delay model

For each BS j, there are I computing queues, one for
each user. For the i-th computing queue in BS j, let
Q; ,(n) denote the number of applications in the queue at
the end of slot n +1, and Y, ;(n) denote the number of ap-
plications finishing the execution (i.e., leaving the queue)
during slot n +1. The value of ¥, ,(n) can be written as
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Y, (m) = Y Uy, +ulg,) -1 =n+1} (9)

Recall that a total of X, (n) applications leave the i-th
communication queue at the end of slot n, as described in
Eq. (1). We assume that these applications enter the i-th
computing queue in BS j at the end of slot n + 1. Hence,
the evolution of the i-th computing queue in BS j is de-
scribed as

Qj,i(n) = (Qj:(n _1) _Yj,i(n))+ +Xi,j(n)

The constraints on the scheduling variables (v, ,,,
g;..) are stated as follows. Let f;, ,(n) denote the num-
ber of VMs allocated to the e-th application of user i in

BS j during slot n + 1, that is

(10)

gj,i.e n+1e[vj,i.e’vj,i,e+ui(gj.i,e) _1]

Jraeln) = {O else
(11)

Then, let F, ,(n) denote the total number of VMs alloca-
ted to user i in BS j during slot n + 1, that is

Fj.i(n) = Z -f;le(n)

ed,,=j

(12)
Then for each BS j and user i, we have the constraint:
(13)

Finally, the formula of computing delay is derived as
follows. Let &, (1) denote the total delay experienced
by all applications in the i-th computing queue in BS j un-
til slot n +1. Then, we have

Eiw(n) = ZQ/»(k)T (14)

Let 5, ,(n) denote the time-average of =, ,(n), thatis,
E,(n) =E,, ,(n)/n, as the measure of the computing
delay experienced by the applications of user i in BS j.
Then, we can express 5, ,(n) as a virtual queue:

2. =E, (n-1) —¢E, (n-1) +&0, ()T (15)
Let Z; ,(n) denote the normalized version of = ;.i(n), that
is, Z ,(n) = E, (n)/T. Then, we have

Z.(n)=Z (n-1) -eZ (n-1) +£0, (n) (16)

2 Virtual Delay Queue-Based Backpressure
Scheduling
2.1 The proposed scheduling algorithm

Define the Lyapunov function as

L(n) = ZWi(n)z + 2 sz’,.(n)2

According to the Lyapunov optimization technique, the
conditional Lyapunov drift can be calculated as A(n) =
E{L(n) -L(n-1) |W(n-1), Z(n-1)}, where
E{ - } is the expectation operation, W(n -1) =[W,(n -

(17)

D,...., W(n-1)], and Z(n-1) =[Z, (n-1), ...,
Z, (n—-1)]. Substituting Eq. (17) into the above equa-
tion, we have

A(n) = E{ S EWn-0'+Y S Ez,(n-1)+

1<i=<I I<isI 15j=J

N aum®+Y Y. (n'-Y 2e,Wn-1)"-

I<isI I<i<l 1sj<J I<isl

2.28,Z,(n =1+ 3 26,(1 —g)W,(n =D U(n) +

I<i<I 15j<J 1<i=I

S 2e,(1-£,)Z, (n =1)Q,,(n) | W(n —1),Z(n —1>}

I<i<l 1sj<sJ

where the first six terms can be upper bounded by a con-
stant under the expectation operation. Using the concept
of opportunistically maximizing an expectation, the above
expression is minimized by the algorithm that obtains the
values of W(n —1) and Z(n —1) and minimize z W.(n

I<i<I

-DUn) + Y Y Z.(n-1)Q, . (n). Furthermore,

Isis<I 1<j<J
substituting Egs. (2) and (10) into the above equation,
the objective can be upper bounded as

S Win-DU(n-1) + Y W(n-1DA(n) +

I=si</ I=si</

NZ.(n-1)Q, (n-1)=3 Y Wi(n-DX, (n)+

I<i<l 1sj<J I<i<l 1sj<J

z ZI,(I’Z - I)X,,(n) - 2 z le(l’l - l)Yl,(n)

I=si<l 1sj<sJ I=sisl 1sjsJ

where the first three terms can also be upper bounded by a
constant. Therefore, the final form of the optimization
problem for each n is

minz 2 (Z,(n=1) =Wi(n-1))X,,(n) -

> Z . (n-1)Y, . (n)

j=1

M-

(18)

where X, ;(n) and Y, ,(n) are determined by scheduling
variables (n, ., d;,) and (v;,,, g;,;,) which must
satisfy the constraints in Eqgs. (3) to (5) and (11) to
(13). Note that X, ,(n) and Y, ,(n) are decoupled in both
the objective and constraints in (18), and therefore can
be optimized separately as follows.

The subproblem of optimizing communication resource

N

i,e’

scheduling variables can be written as
1 J
minY Y (Z,(n-1) = W,(n=1))X, (n (19)
i=1 j=1

s, .» d;,) which must satisfy the constraints in Egs. (3) to
(5). This is a typical backpressure scheduling prob-
]em[13*14]
ling algorithm is presented as follows. We initially set
tmpW, =(1 -g)W,(n-1) + gU,(n-1) and tmpZ, , = (1
-&)Z,(n-1) +£Q,,(n-1) for each i and j. For each
application e of user i satisfying d,, =j and n, , <n<n,, +
m,;(s;,) — 1, update R,«<—R; —s,, and R, <R, -, for
each k ef),. Let L, contain the index of applications of user

where X, ;(n) is determined by scheduling variables (n

. The proposed communication resource schedu-
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i which has not been allocated any subcarrier yet. For each
n, the algorithm performs the following steps.

1) Determine the pair (i", j) =arg min (tmpZ,, -
tmpW,) over all feasible user i’s (i.e., R, >0 and L, is
not empty) and BS j eW,. If there is no feasible user, the
algorithm stops.

2) If there is an e L., (n) with d,

i%,e%

=j" and s,

D%, e

>0, then update s, s +1; otherwise, pick the

i*,ex* Q% , e

application which arrives the earliest and denoted as e~ ,
then set n,, ,, =n, s, ,, =1, and d,, ,, =j°. Update
R,, <R, -1 and R, <R, -1 for each k ef),,. If m,, ,,
(s;,,.) =1, remove this ¢” from L, (n).

3) For each j and i, update tmpW, =(1 —g) W,(n-1)

+e(U(n-1)+ Y y,,) andtmpZ = (1-£)Z (n-

1) +e(Q;,(n-1) + Z(Si'ﬂ), where if n,, =0, v,, =1

and §,, =0; ifn, ,=n, y,,=1-1/m, (s,,) and §,, =1.
Go back to step 1).

The subproblem of optimizing computing resource

scheduling variables can be written as

1 J

maxz Z Z (n-1)Y,.(n) (20)

i=1 j=1
where Y, (n) is determined by scheduling variables
(Ve &.:.) which must satisfy the constraints in Egs.
(11) to (13). This is a typical max-weight scheduling
problem. The proposed computing resource scheduling al-
gorithm is presented as follows. We initially set tmpZ, ; =
(1-8)Z  (n-1) +&Q;,(n~-1) for each j and i. For
each application e of user i satisfying d, , =j and VSN
+1< Viie + ui(gj,i.e)
F, «~F,, —g,,, foreach k#i. Let P, contain the index
of applications of user i in BS j which have not been allo-
cated any VM yet. For each BS j on each n, the algo-
rithm performs the following steps.

1) Determine user i~ = arg max tmpZ, ; over all feasi-
ble user i’s(i.e., F,; >0 and P, is not empty). If there
is no feasible user, the algorithm stops.

2) If there is an e €P,,, with g, ,, .. >0, then update

Joix

8iiv.en*8ir .. +1; otherwise, pick the application arri-

-1, update F,,«F,, - g,,, and

ving earliest as e”, thensetv,, , =n+landg,,, . =
1. Update F,,,«F;,, -1 and F; ,«F,, —1 for each k#
i". I g, .. =&uy remove this e” from P, .

3) Update tmpZ,, =(1-&)Z, (n~1) +&(Q, (n-1)
+ z A, ) for each i, where A, , =11if v,,, =0, or A,

=1-1u(g,,,) if v,

iive

=n+1. Go back to Step 1.

The computation complexity of the proposed algorithm
is analyzed as follows. The proposed scheduling algo-
rithm consists of two parts. For the first part, the value of
(tmpZ, ; — tmpW ) is calculated for each user i and each
BS j. Thus, the computational complexity of this calcula-
tion is O(1J). Furthermore, according to the algorithm,
such calculation is executed until there is no feasible user.

Since the number of subcarriers is limited, the number of
times of calculating the value of (tmpZ,, — tmpW,) will
be no more than a constant. Therefore, the computational
complexity of the first part of the proposed algorithm is
O(1J)). For the second part, for each BS j, the value of
tmpZ, , is calculated for each user i. Thus, the computa-
tional complexity of this calculation is O(I). Furthermore,
according to the algorithm, such calculation is executed
until there is no feasible user. Since the number of VMs in
each BS is limited, the number of times of calculating the
value of tmpZ, , will be no more than a constant. There-
fore, the computational complexity of the second part of
the proposed algorithm is O(I). The overall computational
complexity of the proposed algorithm is O(1J).

2. 2 Traditional queue length-based backpressure

scheduling

To benchmark the performance of the proposed schedu-
ling algorithm, the traditional queue length-based schedu-
ling algorithm is introduced as follows. According to
Refs. [13 — 19], a typical traditional queue length-based
backpressure scheduling is derived as follows: Firstly,
define the queue length-based Lyapunov function; then,
design the backpressure scheduling algorithm which mini-
mizes the conditional drift of the Lyapunov function.

Therefore, for the considered multi-cell cellular edge
computing system, we firstly define the Lyapunov func-
tion as

Linl = YU [’ + ¥ ¥ 0, [nl}

Then we design the backpressure scheduling algorithm
which minimizes the conditional drift of the Lyapunov
function as follows. The conditional Lyapunov drift is
A(n) =E{L(n) -L(n-1)1U(n-1), Q(n-1)}, where
Umn-1)=[U(n-1),..., U(n-1)], and Q(n-1) =
[0, (n-1), .., Q,,(n—-1)]. After similar deriva-

[14]

(21

tions' ~, the following optimization problem should be

solved for each n:
1 J
min» Y (Q,,[n-1] - Uln-11)X,,[n] -
i=1 j=1

Y > 0,.,[n-11Y,,[n]

i=1 j=1

(22)

where X, ;(n) and Y, ,(n) are determined by scheduling

J
S0 d;,) and (v,,,, g ,) which must
satisfy the constraints in Eqgs. (3) to (5) and (11) to
(13). Note that X, ;(n) and Y, ,(n) are also decoupled in
(22). Therefore, the optimization problem in (22) can

also be decomposed into two subproblems,

variables (n,

i,e? ie>

where the
communication resource scheduling subproblem is

1

minz 2 (Q,.[n-11 =Un-1DX,,[n]  (23)

i=1

and the computing resource scheduling subproblem is
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1 J
max 3 3 0, [n = 11Y,,[n] (24)
= s

These optimization subproblems and those in (19) and
(20) are very similar. Therefore, according to Refs. [13
—19], we use the same procedure to solve these optimiza-
tion subproblems except that the value of delay is replaced
by the value of queue length. Finally, the computational
complexity of the traditional algorithm is analyzed as fol-
lows. The traditional scheduling algorithm also consists
of two parts. For the first part, the core step is to calcu-
late the value of queue length difference for each user i
and each BS j. Thus, the computational complexity of
the first part of the traditional algorithm is O(1J). For the
second part, for each BS j, the core step is to calculate
the value of queue length for each user i. Thus, the com-
putational complexity of the second part of the traditional
algorithm is O(/). The overall computational complexity
of the traditional queue length-based backpressure schedu-
ling algorithm is also O(1J). Therefore, the proposed de-
lay-based scheduling algorithm and the traditional queue
length-based scheduling algorithm have the same compu-
tational complexity.

3 Performance Evaluation

Consider a time-slotted multi-cell cellular edge compu-
ting system. Assume that there are J =3 BSs. As illustra-
ted in Fig. 1, the geographical positions of these BSs are:
(0, 1), (0.866, —0.5), and ( —0.866, —0.5) in kil-
ometer. A total of 7 =20 users are uniformly distributed
over the area covered by BSs. For each run, we generate
a snapshot of the distribution of the users. For each user
i, assume that his/her applications arrive according to a
Poisson process with the average inter-arrival time of 7,
(unit: s). Unless otherwise stated, the value of T is set
to be 5 slots. Let d represent the distance between user i
and BS j. If d,.j <1.5B, user i is considered to be a neigh-
bor of BS j. Then sets ¥, and (2, can be determined for
each user i. For any user i and BS j, the function m, ,( +)
is set as follows. If dij <0.2 km, then set the function as
m,;;(1) =2 and m, ;(2) =1, as shown in Fig. 2(a); if
0.2 km <d; <0.6 km, then set the function as m, (1) =
3, m,(2) =2 and m, ;(3) =1, as shown in Fig. 2(b); if
d;=0.6 km, then set the function as m, (1) =4, m, ;(2)
=3, m;;(3) =2 and m, ;(4) =1, as shown in Fig. 2(c).
The value of g, is set to be 3, and the function u,(g) is
set as u,(1) =6, u,(2) =2, and u,(3) =1. The value of R
will be changed for different simulations. The value of F
is set as follows. For odd-numbered j, we set F, =10; for
even-numbered j, we set F, =p, x 10 where the value of p,
will be changed for different simulations.

The main performance metric considered in this paper
is delay, which consists of two parts: the communica-
tion delay and the computing delay. For each parameter

() (b) (¢)

Fig.2 The function m, ;(s) used in the simulation. (a) The dis-
tance is less than or equal to 0.2 km; (b) The distance is between 0.2
and 0.6 km; (c) The distance is greater than or equal to 0.6 km

setting, we firstly collect the communication delay and
computing delay experienced by each application of each
user, then average these values over all applications and
all users, and finally calculate the average total delay as
the summation of the average communication delay and
average computing delay. For each parameter setting, we
run the simulation experiment independently one hundred
times and average the results. Additionally, we consider
a total of four different scheduling algorithms: The first is
the proposed delay-based scheduling algorithm (i. e.,
(19) and (20)), abbreviated as the Dly algorithm; the
second is the joint delay-based communication resource
scheduling (i.e., (19)) and the queue length-based com-
puting resource scheduling (i.e., (24)), abbreviated as
the DlyQue algorithm; the third is the joint queue length-
based communication resource scheduling (i. e., (23))
and the delay-based computing resource scheduling (i.e.,
(20)), abbreviated as the QueDly algorithm; and the final
is the traditional queue length-based scheduling (i. e.,
(23) and (24)), abbreviated as the Que algorithm.

Fig. 3 shows the simulation results of the normalized
value of the total delay (i.e., measured in slot) with dif-
ferent R (i.e., the total number of subcarriers in the sys-
tem) for different resource scheduling algorithms. In this
experiment, we set F; =5 for even-numbered j and change
R from 10 to 20. According to the results in the figure,
we can observe that the delay of the proposed algorithm
(i.e., the Dly algorithm) is always better than that of the



A virtual delay queue-based backpressure scheduling for multi-cell cellular edge computing systems

445

other three queue length-based algorithms. For example,
when R =16, the delay of the Que, DlyQue, and QueDly
algorithm is 3.5, 3.0, and 2.7 slots, respectively, while
the delay of the proposed Dly algorithm is 2. 5 slots, with
a28%, 17%, and 7% off, respectively. This is due to
the fact that the proposed Dly algorithm controls delay di-
rectly, while the other queue length-based algorithms do
not. Therefore, we can conclude that the delay perform-
ance of the proposed delay-based algorithm is better than
that of the queue length-based algorithm.

6

—s=— Que algorithm

—&— DlyQue algorithm
—>— QueDly algorithm
—e— Dly algorithm

W
T

W
T

Normalized value of total delay
N

2 1 1 1 1 J
10 12 14 16 18 20
R
Fig.3 Impact of the total number of subcarriers on the delay
performance

Fig. 4 shows the simulation results of the normalized
value of the total delay for different values of the total
number of VMs in even-numbered BSs. In this experi-
ment, we set R =16 and decrease the value of F; from 10
to 5 for even-numbered j. According to the curves in the
figure, we can observe that, with the decrease of F ; for
even-numbered j, the heterogeneity of BSs increases,
then the difference between the proposed Dly algorithm
and the other three queue length-based algorithm increa-
ses. For example, when F; for even-numbered j is 4
(i. e., the computing resource configuration is very het-
erogeneous) , the delay of the Que, DlyQue, and QueDly
algorithms is 5. 8, 5. 0, and 3. 2 slots, respectively,
while the delay of the proposed Dly algorithm is 2. 6 slots,
with a 55%, 48% , and 18% improvement, respective-
ly. Therefore, we can conclude that the proposed Dly
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Fig.4 Impact of the heterogeneity of BSs on the delay per-
formance

algorithm is more capable of evenly distributing traffic
load across BSs with different computing capabilities than
the queue length-based algorithm.

Fig.5 shows the simulation results of the percentage of
the reduced total delay (i.e., (1 -d,/dy,.) x100%,
where d,,, and d,,, represent the total delay of the pro-
posed Dly algorithm and traditional Que algorithm, re-
spectively. ) for different values of the smoothing coeffi-
cient g. In this experiment, we set R =16 and F | =5 for
even-number j and change & from 10 ~* to 1. According to
the curves in the figure, we can observe that, with the in-
crease in ¢, the difference between the proposed Dly al-
gorithm and the traditional Que algorithm decreases. For
example, when & = 10", the percentage of the reduced
total delay is 27% ; when ¢ =1, the percentage of the re-
duced total delay is 2% . Therefore, we can conclude that
the traditional Que algorithm can be considered to be a
special case of the proposed Dly algorithm when the
smoothing coefficient ¢ =1.
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Fig. 5 Impact of the smoothing coefficient on the delay per-
formance

4 Conclusions

1) The analytical formulas of the communication delay
and computing delay in multi-cell cellular edge computing
systems were derived and expressed as virtual queues.

2) A novel backpressure resource scheduling algorithm
was proposed to stabilize the virtual delay queues.

3) Simulation results show that the delay performance
of the proposed algorithm is better than that of the queue
length-based traditional algorithm, and the proposed algo-
rithm is more capable of evenly distributing traffic load
across BSs than the traditional one.
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ZINXET BT E P E T EPER BLF A BP i &
wom xR

("EFIMERF AR ALEESR, &7 210023)
CAOXFBHBERELELEZEE, d7% 210096)

BEATH—IRELIPREFAL T F A5 PO, 3BT — A3 69 K T IR ) oy B A8 15
53+ 3 5 /R BP(backpressure ) i & k. B2k, A4 5N REGH G A% P 09845 5t Bk e i S F AR
RStk A EAE RS, KRG, A TiZ EIE s A LA VL BP 8 Sk AR R vARE T R DA 3t B A 51
AL B AR, 3T T — A3 A 6 IR A R T Bk 5 3T B R AL RORE S k. U, xP AT IR R TR BUE BT
5\ 4 BP i Sk o 3L ab AR AT T 45 A0RAE SR 5 GA TOAS) KA 69 BP R B Lk 4T 7 2h k. 5 R &
BT R R 69 A TE P4 BP R ok ey Bt at BT AK TR A TAS K 69 BP A E k. 4F
bl i& Yt B R RF A BB, BRI V8 E S T ) 51.29% . Bk, 544 %4 T g K 4 BP A
FokAart, BT b e 3K T B AL B A %) 09 BP B ok T At — o AR AL A
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