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Abstract: A centre symmetric quadruple pattern-based
illumination invariant measure ( CSQPIM) is proposed to
tackle severe illumination variation face recognition. First, the
subtraction of the pixel pairs of the centre symmetric quadruple
pattern ( CSQP) is defined as the CSQPIM unit in the
logarithm face local region, which may be positive or
negative. The CSQPIM model is obtained by combining the
positive and negative CSQPIM units. Then, the CSQPIM
model can be used to generate several CSQPIM images by
controlling the proportions of positive and negative CSQPIM
units. The single CSQPIM image with the saturation function
can be used to develop the CSQPIM-face. Multi CSQPIM
images employ the extended sparse representation classification
(ESRC) as the classifier, which can create the CSQPIM
image-based classification ( CSQPIMC).
CSQPIM model is integrated with the pre-trained deep learning
(PDL) model to construct the CSQPIM-PDL model. Finally,
the experimental results on the Extended Yale B, CMU PIE
and Driver face databases indicate that the proposed methods
are efficient for tackling severe illumination variations.
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S evere illumination variation is considered to be one
of the serious issues for the face image in the outdoor
environment, such as the driver face image in the intelli-
gent transportation systems'''. Hence, it is important to
address illumination variations in face recognition, espe-
cially for severe illumination variation. The face illumina-
tion invariant measures’’ ™ were developed based on the
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lambertian reflectance model” .

Due to the commonly-used assumption that illumination
intensities of neighborhood pixels are approximately equal
in the face local region, the illumination invariant meas-
ure constructed the reflectance-based pattern by elimina-
ting illumination of the pixel face. The Weber-face'* pro-
posed a simple reflectance-based pattern that the differ-
ence between the center pixel and its neighbor pixel was
divided by the center pixel in the 3 x 3 block region. The
multiscale logarithm difference edgemaps ( MSLDE) "
was obtained from the multi local edge regions of the log-
arithm face. The local near neighbor face (LNN-face)'
was attained from the multi local block regions of the log-
arithm face. In MSLDE and LNN-face, different weights
were assigned to different local edge or block regions,
whereas the edge-region-based generalized illumination
robust face (EGIR-face) and the block-region-based gen-
eralized illumination robust face ( EGIR-face) removed
the weights associated with multi edge and block regions,
respectively'’. The EGIR-face and BGIR-face were ob-
tained by combining the positive and negative illumina-
tion invariant units in the logarithm face local region.

The local binary pattern (LBP)-based approach was an
efficient hand-crafted facial descriptor, and was robust to
various facial variations. The centre symmetric local bina-
ry pattern ( CSLBP)'"" employed the symmetric pixel
pairs around the centre pixel in the 3 x 3 block region to
code the facial feature. Recently, the centre symmetric
quadruple pattern (CSQP) " extended the centre symmet-
ric pattern to quadruple space, which can effectively rec-
ognize the face image with variations of illumination,
pose and expression.

Nowadays, the deep learning feature is the best for face
recognition, which requires massive available face images
to train. VGG was trained by 2.6 M internet face ima-
ges (2 622 persons and 1 000 images per person). Arc-
Face'” was trained by 85 742 persons and 5.8 M internet
face images. As large-scale face images for training the
deep learning model are collected via internet, the deep
learning feature performed very well on internet face ima-
ges. However, the internet face images are without se-
vere illumination variations, and thus the deep learning
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feature performed unsatisfactorily under severe illumina-
tion variations'""' .

In this paper, the centre symmetric quadruple pattern
based illumination invariant measure ( CSQPIM) is pro-
posed to tackle severe illumination variations. The
CSQPIM model is obtained by combining the positive and
negative CSQPIM units, and then the CSQPIM model is
used to generate several CSQPIM images of the single im-
age. The single CSQPIM image with the arctangent func-
tion develops the CSQPIM-face. Multi CSQPIM images
employ the extended sparse representation classification
(ESRC) to form the CSQPIM image-based classification
(CSQPIMC). Furthermore, the CSQPIM model is inte-
grated with the pre-trained deep learning model (PDL),
which is termed as CSQPIM-PDL for brevity.

1 Centre Symmetric Quadruple Pattern

The centre symmetric pattern was widely used in the
LBP-based approach, and the most recent one is CSQP'"
which extended the centre symmetric pattern to quadruple
space. The quadruple space is based on a 4 x4 block re-
gion, which means that the CSQP codes the LBP-based
facial feature in a face local region with the size of 4 x4
pixels. The CSQP divided the local kernel of the size 4 x
4 into 4 sub-blocks of the size 2 x 2. Fig. 1 shows the
centre symmetric quadruple pattern. Suppose that m=n,
the pixel image / has m rows and n columns. In Fig. 1,
I(i,j) denotes the pixel intensity at location (i, j), where
location (i, j) denotes the image point of the i-th row and
the j-th column.

1Gy) 1(ij+1) 1(ij+2) 1(ij+3)

[G+1 ) IGi+] g+1) 1G] j42) I+ j+3)

1(i+2 )

1GH2 j+1) | 1(i+2 j+2) | 1(i+2 j+3)

1643 ) IGH3 j+1) | 143 j+2) | 1343 j+3)

Fig.1 The centre symmetric quadruple pattern
The CSQP code'” is calculated as

A(i, ) =2" X C(I(i,j), I(i+2,j+2)) +
2°x C(I(i,j+1),I(i+2,j+3)) +
2 xCUGi+1,)),I(i+3,j+2)) +
2% CUIGi+1,j+1),I(i +3,j+3)) +
2' X C(I(i,j+2),1(i +2,))) +
22 x CI(i,j+3),I(i+2,j+1)) +
2'x CI(i+1,j+2),1(i +3,)) +

2° X C(I(i+1,j+3),1(i +3,j+1))) (1)
CI. 1) = 1 I, >1, 2)
v 2)_{0 1,<I,

where I, and I, are two pixels in the CSQP. From Eqgs.
(1) and (2), the CSQP code A(i,j) is a decimal num-
ber. The CSQP' can efficiently capture diagonal asym-
metry and vertical symmetry in a facial image.

2 CSQP-Based Illumination Invariant Measure

One of the major contribution of the CSQP'”" is that the
4 x 4 face local region is employed. The even x even
block region such as the 4 x4 block has no centre pixel in
the face local region, whereas the odd x odd block region
such as the 3 x 3 block or the 5 x5 block has a centre pix-
el. The current illumination invariant measure usually
used the odd x odd block region. The even x even block
region has never been used in the illumination invariant
measure. In this paper, the 4 x4 block region CSQP is
extended to the illumination invariant measure.

From the lambertian reflectance model”, the logarithm
image can be presented as I(i,j) = InR(i,j) + InL(i,
j), where R and L are the reflectance and illumination,
respectively. Fig.2 shows the proposed CSQPIM pattern,
which is a logarithm version of the CSQP in Fig. 1. Ac-
cording to the commonly-used assumption of the illumi-
nation invariant measure that illumination intensities are
approximately equal in the face local region, the CSQPIM
units are defined as

U, =In(I(i,j)) -In(I(i +2,j+2)) =
In(R(i,j)) —In(R(i+2,j+2)) (3)

U,=In(I(i,j+1)) —In(I(i +2,j+3)) =
In(R(i,j+1)) —In(R(i+2,j+3)) (4)

U,=In(I(i+1,j)) -In(I(i+3,j+2)) =
In(R(i+1,j)) —In(R(i+3,j+2)) (5)

U,=In(I(i+1,j+1)) —In(I(i +3,j +3)) =
In(R(i+1,j+1)) —In(R(i +3,j+3))  (6)

Us=In(I(i,j+2)) -In(I(i+2,))) =
In(R(i,j+2)) —In(R(i +2,))) (7)

Us=In(I(i,j+3)) -In(I(i+2,j+1)) =
In(R(i,j+3)) —In(R(i+2,j+1)) (8)

U,=In(I(i+1,j+2)) —In(I(i+3,))) =
In(R(i+1,j+2)) —In(R(i+3,))) 9

Us=In(I(i+1,j+3)) —In(I(i +3,j+1)) =

In(R(i+1,j+3)) —-In(R(i+3,j+1)) (10)

The CSQPIM unit U, (k=1,2, ...,8) is the subtraction
of the pixel pairs of the CSQPIM pattern. As illumination
intensities are approximately equal in the CSQPIM pattern,
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Fig.2 The CSQPIM pattern

the CSQPIM unit U, can be represented by the logarithm
reflectance subtraction of the CSQPIM pixel pairs, which
is independent of the illumination. Hence, U, (k =1, 2,

.,8) can be used to develop the illumination invariant
measure.

As U, =0 contributes nothing to the illumination invar-
iant measure, we divide U, (k=1, 2, ...,8) into positive
CSQPIM uints (CSQPIM + ) and negative CSQPIM units
(CSQPIM -) in the CSQPIM pattern, where U,” >0 and
U, <0 denote the positive CSQPIM unit and the negative
CSQPIM unit, respectively. The CSQPIM model can be
obtained as

U = Y U+ Y U (11)

k=1 CSQPIM+ CSQPIM -

From Eq. (3), the CSQPIM image can be written as

CSQPIM(i,j) =a Y Ui +(2-a) Y U;

CSQPIM + CSQPIM—
(12)

where « is the weight to control the balance of positive
and the negative CSQPIM units, and 0 < @ <2. From
Eq. (12), the CSQPIM-face is obtained by the CSQPIM
image with the arctangent function,

CSQPIM-face(i,j) =
arctan(4(a Y U +(2-a) Y

CSQPIM + CSQPIM-

U;)) (13)

where parameter 4 is the same as that recommended in
Ref. [3]. Some CSQPIM images and CSQPIM-faces
are shown in Fig. 3. In the first row, 5 original images
with different illumination variations are from one sin-
gle face. The second row contains the logarithm ima-
ges of the 5 original images in the first row. Each of
the third rows to the seventh row contains CSQPIM im-
ages of the 5 original images in the first row. Each of
the eighth rows to the twelfth row contains CSQPIM-
faces of the 5 original images in the first row. Com-

pared with Refs. [1, 3 —4], the CSQPIM image and
CSQPIM-face are quite different from previous illumi-
nation invariant measures.

Logarithm wbl ”!

Original
images

images

CSQPIM images
with a=0

CSQPIM images
with 0=0.4

CSQPIM images [&
with a=1

CSQPIM images =

with a=1.6 &
CSQPIM images = =
with a=2
with a—O

CSQPIM-faces =

CSQPIM-faces =
with o=1 £

CSQPIM-faces
with o=1.6

CSQPIM-faces
with 0=2

Fig.3 Some CSQPIM images and CSQPIM-faces under differ-
ent parameters

3 Classification of the CSQPIM image
3.1 Single CSQPIM image classification

According to Refs. [1 —4], the high-frequency inter-
ference seriously impacts the performance of the illumina-
tion invariant measure under the template matching classi-
fication method, which can be tackled by the saturation
function well. Hence, the illumination invariant measure
with the saturation function (i.e. CSQPIM-face) is more
efficient than the illumination invariant measure without
the saturation function (i.e. CSQPIM image) for the sin-
gle image recognition by the template matching classifica-
tion method, such as the nearest neighbor classifier. In
this paper, The CSQPIM-face is employed to tackle the
single CSQPIM image recognition under the nearest
neighbor classifier, and parameter o =0.4 in Eq. (13) is
adopted under severe illumination variations, which is the
same as that recommended in Ref. [1].

3.2 Multi CSQPIM images classification

In many practical applications, such as the driver face

recognition in the intelligent transportation systems''', the
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severe illumination variation and single sample problem
coexist. Similar to Ref. [1], Eq. (12) is used to generate
multi training CSQPIM images of the single training im-
age by different parameter «. Multi CSQPIM images em-
ploy the noise robust ESRC'"" to tackle severe illumina-
tion variation face recognition with a single sample prob-
lem. Multi training CSQPIM images contain more intra
class variations of the single training image as shown in
Fig. 3, which can improve the representation ability of
ESRC. In this paper, we select three CSQPIM images
with o =0.4, 1, and 1.6 to form multi training CSQPIM
images of each single training image, which is the same
as that recommended in Ref.[1]. Accordingly, the
CSQPIM image of the test image is also generated by « =
1, and the CSQPIM image of each generic image is also
generated by o =1.

In this paper, ESRC with multi CSQPIM images is
termed as multi CSQPIM images-based -classification
(CSQPIMC). The homotopy method'”' is used to solve
the L,-minimization problem in the CSQPIMC.

3.3 Multi CSQPIM images and the pre-trained deep
learning model based classification

Similar to Ref. [1], the proposed CSQPIM model can
be integrated with the pre-trained deep learning model.
The ESRC can be used to classify the state-of-the-art deep
learning feature. of the
CSQPIMC can be integrated with the representation resid-
ual of the ESRC of the deep learning feature to conduct
the final classification, which is termed as multi CSQPIM
images and the pre-trained deep learning model-based
classification (CSQPIM-PDL).

In this paper, the pre-trained deep learning models
VGG"™ and ArcFace' are adopted. Multi CSQPIM ima-
ges and VGG (or ArcFace) -based classification is briefly
termed as CSQPIM-VGG (or CSQPIM-ArcFace).

The representation residual

4 Experiments

The CSQPIM model is proposed to tackle severe illu-
mination variations. The performances of the proposed
methods are validated on the benchmark Extended Yale
B™, CMU PIE" and Driver™ face databases. In this
paper, all cropped face images and experimental settings
are the same as those in Ref. [1]. The recognition rates
of Tabs.1 and 2 are the same as those in Ref. [1] (i.e.
Tabs. Il[, IV and V in Ref. [1]) except for the proposed
method. Tabs. 1 and 2 list average recognition rates of the
compared methods on the Extended Yale B, CMU PIE
and Driver. Fig.4 shows some used images from Extend-
ed Yale B, CMU PIE and Driver face databases.

The Extended Yale B face database'
grayscale images of 28 persons. 64 frontal face images of

contains

each person are divided into subsets 1 to 5 with illumina-
tion variations from slight to severe. Subsets 1 to 5 con-
sist of 7, 12,12, 14 and 19 images per person, respective-
ly. As the deep learning feature requires a color face im-
age, three RGB channels use the same grayscale image
for the experiments on the Extended Yale B.

The CMU PIE" face database incorporates color ima-
ges of 68 persons. 21 images of each person from each of
C27 (frontal camera), C29 (horizontal 22.5° camera) and
C09 (above camera) in CMU PIE illum set are selected.
CMU PIE face images show slight, moderate, and severe
illumination variations. According to Ref. [14], the pose
variation of C29 is larger than that of C09.

I was built to research
the identity recognition problem for drivers in intelligent

The simulative Driver database

transportation systems and can be regarded as a practical
scenarios-based face database. This database incorporates
28 people with each containing 22 images (12 images in-
doors and 10 images in cars).

Tab.1 The average recognition rates of the compared methods on the Extended Yale B face database %
Method Subsets 1 to 3 Subset 4 Subset 5 Subsets 4 and 5 Subsets 1 to 5

Weber-face!? 87.07 58.66 92.52 77.66 74.21
MSLDE!™ 81.30 53.35 81.45 66.79 60.27
LNN-face!¥! 84.83 61.59 92.02 77.98 70.32
csQpl” 83.13 59.04 87.67 74.55 65.53
EGIR-face!!) 77.20 61.69 88.12 74.54 66.74
BGIR-face!!! 77.99 70. 15 93.27 82.17 72.75
CSQPIM-face 83.36 62.03 94.92 79.87 75.80
VGG 86.31 47.14 27.67 30.90 45.32
ArcFace!”! 85.56 53.28 30.93 35.49 49.71
EGIRC!! 95.88 75.62 96.31 86.84 83.59
BGIRC!! 96. 31 78.53 97.30 89.27 86. 69
CSQPIMC 92.87 78.37 97.35 89.83 88. 66
EGIR-VGG!'! 98.33 81.79 84.30 80. 69 82.28
BGIR-VGG!! 98.42 82.45 82.84 80.19 83.53
CSQPIM-VGG 97.56 81.58 88.43 83.03 87.48
EGIR-ArcFace!"! 97.92 79.49 83.13 79.19 78.24
BGIR-ArcFace!! 97.95 79.19 81.73 78.30 78.97
CSQPIM-ArcFace 97.16 79.92 89.27 82.47 84.58
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Tab.2 Average recognition rates of the compared methods on the CMU PIE and Driver face databases %
Method 27 29 09 C27 +C29 C27 +C09 Driver
Weber-face!?! 89.17 84.00 89.17 49.46 46.42 62.89
MSLDE!! 81.01 77.57 80. 04 46.89 48.41 69.63
LNN-face!*! 89.26 84.67 88.29 50.29 51.32 71.80
csQp!”! 86.36 82.46 83.21 51.97 49.81 67.81
EGIR-face!"! 82.12 83.50 83.33 47.75 47.66 68.56
BGIR-face!"! 89.30 89.25 89.72 50.06 49.26 67.67
CSQPIM-face 97.84 97.10 97.72 56.05 52.20 64.42
VGG'¥! 87.33 76.91 86.67 79.78 83.69 66.18
ArcFace!”! 91.90 78.02 97.51 79.57 86.62 76.46
EGIR-VGG!! 98. 88 95.48 98.52 93.95 94.35 91.17
BGIR-VGG!!! 99.08 95.91 98.88 94.40 95.06 89.02
CSQPIM-VGG 99.48 98. 14 99.39 94.73 94.73 87.23
EGIR-ArcFace!"] 98.40 93.38 99.07 88.65 89.17 91.34
BGIR-ArcFace!!! 98. 66 93.92 99.37 88.92 89.94 90.28
CSQPIM-ArcFace 99. 44 97.58 99. 80 89.52 89.13 84.25

Extended
Yale B

Subset 1 Subset2 Subset3 Subset 4 Subset 5 Subset 5

C29 C29 C09 C09

Driver

s_ﬂJ .‘ d
L.ﬂ
Indoor Indoor Indoor

In car In car In car
Fig.4 Some images from Extended Yale B, CMU PIE, and
Driver face databases

4.1 Experiments on the Extended Yale B face database

The Extended Yale B face database is has extremely
challenging illumination variations.
sets 1 to 3 have slight and moderate illumination varia-
tions, where subsets 1 and 2 face images have slight illu-
mination variations,

Face images in sub-

and subset 3 face images have small
scale cast shadows.
severe illumination variations, where subset 4 face images
have moderate scale cast shadows, and subset 5 face ima-

Face images in subsets 4 and 5 have

ges have large scale cast shadows (or severe holistic illu-
mination variations) .

From Tab. 1, CSQPIM-face outperforms EGIR-face,
BGIR-face, MSLDE and LNN-face on all Extended Yale
B datasets, except that CSQPIM-face lags behind BGIR-
face on subset 4 and subsets 4-5, and LNN-face on sub-
sets 1-3. Although moderate scale cast shadows of subset
4 images are not as severe as the large-scale cast shadows
of subset 5 images, moderate scale cast shadows incorpo-
rate more edges of cast shadows than large scale cast
shadows as shown in Fig. 4. Edges of cast shadows of
face images violate the assumption of the illumination in-

variant measure that illumination intensities are approxi-
mately equal in the local face block region.

CSQPIMC performs better than CSQPIM-face. There
may be two main reasons. One is that multi CSQPIM im-
ages contain more intra class variation information than
the single CSQPIM image, and the other one is that ES-
RC is more robust than NN under illumination variations.
CSQPIMC outperforms EGIRC and BGIRC under severe
illumination variations such as on subset 5, subsets 4-5
and subsets 1 to 5, whereas CSQPIMC slightly lags be-
hind BGIRC on subset 4.

VGG/ ArcFace was trained by large scale light internet
face images, without considering severe illumination vari-
ations, and it performs well on subsets 1 to 3, but is un-
satisfactory under severe illumination variations such as
those on subsets 4 and 5. CSQPIM-VGG performs better
than EGIR/BGIR-VGG on subset 5, subsets 4 and 5 and
subsets 1 to 5. CSQPIM-ArcFace outperforms EGIR/
BGIR-ArcFace on all Extended Yale B datasets except on
subsets 1 to 5. Despite CSQPIM-VGG/ ArcFace being un-
able to attain the highest recognition rates on all datasets,
CSQPIM-VGG/ ArcFace achieves very high recognition
rates on all Extended Yale B datasets. Hence, the pro-
posed CSQPIM-PDL model has the advantages of both
the CSQPIM model and the pre-trained deep learning
model to tackle face recognition.

4.2 Experiments on the CMU PIE face database

Some CMU PIE face images are bright (i.e. slight il-
lumination variations), and others are partially dark (i. e.
Mlu-
mination variations of CMU PIE are not as extreme as
those of Extended Yale B. From Fig. 4, images in each
of C27, C29 and C09 have the same pose (i. e.
22.5° profile and downward, respectively), whereas im-

with moderate and severe illumination variations).

, frontal,
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ages in each of C27 + C29 and C27 + C09 incorporate two
face poses (i.e., frontal pose and non-frontal pose).

From Tab. 2, CSQPIM-face achieves very high recog-
nition rates on C27, C29 and C09, and performs much
better than EGIR-face, BGIR-face, MSLDE and LNN-
face on all CMU PIE datasets. However, CSQPIM-face
lags behind VGG/ ArcFace on C27 + C29 and C27 + C09.
It can be seen that CSQPIM-face is very robust to severe
illumination variations under a fixed pose, whereas it is
sensitive to pose variations. Although CSQPIM-face out-
performs EGIR-face, BGIR-face, MSLDE and LNN-face
under pose variations, these shallow illumination invari-
ant approaches perform unsatisfactorily under pose varia-
tions.

However, CSQPIM-VGG/ ArcFace performs very well
on all CMU PIE datasets, which illustrates that the
CSQPIM-PDL model can achieve satisfactory results un-
der both severe illumination variations and pose varia-
tions. Hence, the CSQPIM-PDL model is robust to both
illumination variations and pose variations. As CSQPIM-
face is superior to EGIR-face and BGIR-face under severe
illumination variations, CSQPIM-VGG/ ArcFace is slight-
ly better than EGIR-VGG/ ArcFace and BGIR-VGG/ Arc-
Face on C27, C29 and C09, whereas they achieve a simi-
lar performance on C27 + C29 and C27 + C09,
VGG/ ArcFace is the dominant feature under pose varia-
tions.

since

4.3 Experiments on the Driver face database

The Driver face images were taken under manually
controlled lighting. From Fig. 4, illumination variations
of Driver face images are slight and moderate, and not
as severe as those of Extended Yale B and CMU PIE.
From Tab. 2, CSQPIM-face achieves rational recogni-
tion rates on Driver, whereas it lags behind other illumi-
nation invariant measures such as EGIR-face, BGIR-
face, LNN-face, and MSLDE. Moreover, the
CSQPIM-face even lags behind CSQP, which means
that the CSQPIM-face cannot tackle slight and moderate
illumination variations well. Hence, CSQPIM-VGG and
CSQPIM-ArcFace lag behind EGIR/BGIR-VGG and
EGIR/BGIR-ArcFace on Driver.

5 Conclusion

This paper proposes a CSQPIM model to address severe
illumination variation face recognition. CSQPIM-face
achieves higher recognition rates compared to the previous
illumination invariant approaches EGIR-face, BGIR-face,
LNN-face and MSLDE under severe illumination varia-
tions. CSQPIMC is effective for severe illumination vari-
ations due to the fact that multi CSQPIM images cover
more discriminative information of the face image. Fur-
thermore, the proposed CSQPIM model is integrated with
the pre-trained deep learning model to have the advanta-

ges of both the CSQPIM model and the pre-trained deep
learning model.
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