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Abstract: To improve the human-physical-virtual coordination
3D visual
monitoring and human-computer interaction of the digital twin
workshop was studied. First, a novel 6D model of the 3D

and integration of the digital twin workshop,

visualization interactive system for digital twin workshops is
proposed. As the traditional 5D digital twin model ignores the
importance of human-computer interaction, a new dimension
of the user terminal was added. A hierarchical real-time data-
driven mapping model for the workshop production process is
then proposed. Moreover, a real-time data acquisition method
for the industrial Internet of things is proposed based on OPC
UA( object linking and embedding for process control unified
architecture). Based on the 6D model of the system, the
process of creating a 3D visualization virtual environment
based on virtual reality is introduced, in addition to a data-
driven process based on the data management cloud platform.
Finally, the 6D model of the system was confirmed using the
blade rotor test workshop as the object, and a 3D visualization
interactive system is developed. The results show that the
system is more transparent, real-time, data-driven and more
efficient, as well as promotes the coordination and integration
of human-physical-virtual, which has practical significance for
developing digital twin workshops.
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A new generation of information technology (such as
the Internet of Things, cloud computing, big data,
and artificial intelligence) has been attracting considerable
attention. Many countries have proposed smart manufac-
turing plans, such as Industry 4. 0, industrial Internet,
“Made in China 2025” plan, service-oriented manufactur-
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ing, and cloud manufacturing. Intelligent manufacturing
has higher requirements for integrating physical and infor-
mation space, for which a digital twin solution has been
proposed” ™.

Digital twins create physical, digital models and use re-
al-time data-driven models to simulate the actual behavior
of physical entities while performing virtual-real interac-
tion, data fusion analysis, simulation, fault prediction,
and decision-making”™ .
been applied in the field of industrial manufacturing to
provide a product design and production optimization
process, as well as equipment failure prediction and ma-

: [7-9]
intenance .

Digital twin technology has

The application of digital twins can in-
tegrate physical space and virtual space to realize product
lifecycle management''"™"*'.

Recently, researchers, scientific institutions, and en-
terprises from various countries have been conducting the-
oretical and technical discussions of the research of digital
twins in the workshop and manufacturing process. Many
domestic and foreign researchers have been researching
and practicing this and have achieved certain results.

For theoretical research on digital twins, Tao et al. (3714
proposed the concept and operation mode of the digital
twin workshop, introducing its 5D model. Zhuang et
"1 analyzed the possibility of implementing digital
twins in the product design stage. Liu et al. " proposed
a rapid custom design method for personalized production
lines based on digital twins. D’Amico et al. """ proposed
a digital twin framework to meet the needs of regular ma-
intenance of complex engineering systems (CES). Wu et
al. "™ proposed a digital twin conceptual modeling meth-
od based on a 5D digital twin framework to express the
complex relationship between digital twin objects and
their attributes. O’Sullivan et al. " introduced the main-

al.

tenance of digital twins into large-scale manufacturing
plants and proposed a digital twin framework. Yildiz et
al. ™ introduced the concept and architecture of a virtual
factory based on a digital twin. Liu et al. ! proposed the
architecture of the digital twin system in the workshop
production process. Schroeder et al. "' completed the da-
ta exchange between the physical world and the digital
space based on digital twin technology.

In the area of 3D visualization monitoring for the work-
shop, Zhu et al. "™ proposed an AR application that can
interact and manage digital twin data at the same time.
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Qiu et al. ™ proposed an online simulation monitoring
method for the automatic spray operation of an aircraft
based on digital twin technology. Oyekan et al. ™' crea-
ted a virtual environment based on Unity3D software to
realize the 3D visualization of human response to robot
actions. Zhuang et al. " developed a DT-based work-
shop operating state visual monitoring and prediction sys-
tem (DT-VMPS). Falah et al. "' studied how to use dig-
ital twin to integrate physical devices with their virtual
models to monitor the process. Liu et al. "™ proposed a
digital twin modeling method based on the principle of bi-
onics. Hutabarat et al. ™' examined the fusion method of
3D scanning technology and discrete event simulation, as
well as reflected it in the virtual reality environment. Li
et al. " designed the real-time monitoring of the manu-
facturing workshop. Cao et al. ™! proposed a real-time
data collection and visual monitoring method for discrete
manufacturing workshops based on radio frequency identi-
fication (RFID) technology. Huang et al. "™ fused radio
frequency identification (RFID) data with monitoring rule
models to obtain production status and abnormal informa-
tion. Zong et al. ™
system based on digital twin for simulation. Zhao et

proposed a multi-robot monitoring

al. " proposed a multi-level 3D visualization monitoring
mode and real-time data-driven virtual workshop opera-
tion mode. Jiang et al. " built a virtual workshop condi-
tion monitoring system and verified it on Uniy3D. Zhou
et al. " proposed a three-dimensional visual monitoring
system for workshops based on digital twins.

In terms of human-computer interaction, Li et al. BT ag-
tablished the industrial security and control architecture of
the digital twin system for human-computer interaction.
Qiu et al. " studied the characteristics of augmented re-
ality (AR) and digital twin (DT) technologies in virtual
reality fusion and human-computer interaction control.
Ma et al. ™' believe that traditional human-computer in-
teraction efficiency and safety still cannot meet the re-
quirements of intelligent manufacturing and emerging
technologies. Ke et al. '
tion framework for digital twins based on VR, AR and
MR. Shuai et al. " believe that a new generation of in-
telligent interfaces that combine man-machine and virtual

! designed an enhanced interac-

reality is a significant feature of intelligent manufactur-
ing.

For realizing digital twins, only the extensive use of
human-computer interaction can give full play to the ad-
vantages of digital twins in the production process. Hu-
man-computer interaction has become one of the key
technologies in realizing intelligent manufacturing'*'.
Human-computer interaction primarily studies human-
computer interaction interfaces ( such as software inter-
faces and control panels) to control operations and inter-
active methods of machines or equipment'*'. Currently,

virtual reality technology has brought new developments

to human-computer interaction, and the visualization of
digital twins is continuously improving'*'.
at present, certain results have been

achieved about the design of the digital twin workshop

In summary,

system and the 3D visual monitoring of the production
process. However, the following problems still exist:

1) Digital twin workshops have a low degree of hu-
man-physical-virtual coordination and integration. There
are relatively few human-computer interaction research
and applications for digital twin workshops. The impor-
tance of personnel in digital twin workshops has been
neglected when designing a 3D visual monitoring system
for workshops based on digital twins. The lack of diverse
human-computer interaction designs results in insufficient
automation and digitization of the workshop and a poor
user interaction experience.

2) Lack of an efficient and universal real-time data-
driven mapping model, the data collection, data storage,
data-driven, and data feedback processes are not clear
enough. It is relatively difficult to implement different
types of manufacturing workshops, and real-time produc-
tion mapping of virtual workshops is poor.

To address these problems, A novel 6D architecture of
a 3D visualization interactive system for digital twin
workshops has been proposed. On the one hand, the ar-
chitecture takes data management as the core and im-
proves the data interaction and fusion capabilities among
the various parts of the entire system. On the other hand,
compared with the traditional digital twin 5D model, the
user terminal is added as a new dimension. Through the
human-computer interaction of the user terminal, the user
can perform operations such as browsing, query, simula-
tion, and training to help solve the dangerous and com-
plex production process control, help reduce the on-site
participation of personnel in the production process, and
avoid the inconvenience of equipment operation control.
At the same time,
mapping model for the workshop production process has
been proposed. This model builds a closed-loop data
drive, including the OPC UA-based industrial Internet of
things (IoT) data collection, physical and virtual spatial
information logical conversion, data management cloud
platform, data drive and data feedback. This model is
suitable for the current manufacturing workshop, the data-
driven real-time performance is superior, and it can real-
ize data feedback control of the physical workshop. In ad-
dition, the process of creating a 3D visualization virtual
environment based on virtual reality has been introduced.
At the same time, the development and invocation of ex-
ternal algorithms and simulation functions have been in-
troduced, so as to provide support for production optimi-
zation and failure prediction of the physical workshop.
Finally, the system was verified with the blade rotor test

a hierarchical real-time data-driven

workshop as the object.
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1 3D Visualization Interactive System Frame-

work for Digital Twin Workshop

Based on the digital twin 5D model, this study compre-
hensively considers human-computer interaction, virtual
environment fidelity, real-time data mapping and model
driving, and improvement of the accuracy of virtual sim-
ulation. The novel 6D model of the 3D visualized interac-
tive system with data management as the core has been

proposed. It includes physical space, virtual environ-
ment, data management, user terminal, external service,
and connection. The dimension of user terminal has been
added, as compared with the 5D model of the digital twin
workshop. The user’s control of the entire system has
been improved through the design of human-computer in-
teraction on the user terminal. Fig. 1 shows the 6D model
of the 3D visualization interactive system for the digital
twin workshop.
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Fig.1 Three-dimensional visualization interactive system architecture for digital twin workshop

1) Physical space is the primary body of the entire sys-
tem, primarily involving various production factors.
These factors include entities and industrial IoT. Entities
include robots, employees, production
The IoT includes sensors, industrial
computers, programmable logic controllers, RFID, data
collectors, and other perception and control equipment.
The combination of the IoT and various production factor
entities can realize real-time perception and intelligent
control of the physical space production process; moreo-
ver, real-time data transmission and reception networks
can be established based on the industrial IoT.

machine tools,
lines, and parts.

2) Virtual environment is a digital mapping of physical
space. It primarily achieves a high-fidelity reproduction
of physical equipment, phenomena, motion,
ment, and interactive interface design, involving data
mapping and model mapping of physical space. Model
mapping is a 3D digital model of physical production fac-
tor entities, including structure, physical attributes, geo-
metric constraints, and combination relationships. Data
mapping comes from the real-time data of the physical
production process stored in data management, including
equipment data, personnel data, operating data, action
data, product data, environmental data, and control data.

environ-
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3) Data management is used as a unified data manage-
ment platform. It is used to realize the classification and
fine management of data of different types, different
structures and different sources. Data management has an
external data access interface, which can build connec-
tions with various parts so as to realize data sharing and
data drive to the virtual environment.

4) User terminal is a user-oriented, 3D visualization
interactive platform. The terminal has been packaged and
released based on the virtual twin environment, and the
terminal synchronizes the real-time operating status of the
physical space. There are three types of terminal releases:
Computer, web, and mobile. The user terminal has a hu-
man-computer interaction interface and functional mod-
ules, which can perform the 3D process monitoring,
equipment information query and expansion verification,
simulation, and other functional operations.

5) External service is a service support platform. To
meet the requirements of all-round services,
service can be a collection of multiple types of sub-serv-
ices, or support for a single sub-service, owing to the di-
verse needs of the workshop sub-requirements to design
and match sub-services.
ices are usually established based on technologies such as
communication. Among them, for the physical environ-
ment, external service can provide service support such as
three-dimensional model design and optimization, sensor

external

The connections with sub-serv-

network management, and office auxiliary systems; for
data management, external service can provide data pro-
cessing technology, database construction, cloud servers,
algorithms, and simulation software. For the user termi-
nal, external service can provide service support such as
interface development, data integration, algorithm, simu-
lation software, and database access; for the virtual envi-
ronment, external service can provide data service support
through data management.

6) Connection is the key to the data exchange of the
entire 3D visualization interactive system. The connection
has been built with data management as the core. Data
are the key to the operation of the entire system. Through
the following four data closed-loop connections, the con-
nection and real-time data sharing among various parts
can be realized. The four data closed-loop connections

have been expressed as follows: (DPhysical space, which
uploads real-time production process measurement data
through physical perception, and various controllers in
physical perception receive feedback data to generate con-
trol information to adjust the production process. ) Virtu-
al environment accesses the data of the data management
to drive the imported physical space three-dimensional
digital model to complete data query and visualization,
and to feedback abnormal data of various equipment in
the virtual production process at the same time. (3)User
terminal can establish a real-time connection with the data
management through the package script, providing data
support for the three-dimensional visualization monitoring
and interactive functions of the production process. The
user terminal can feed back the results of some interactive
functions and simulation guidance information. (4)Exter-
nal service provides various service information for physi-
cal space, data management, user terminal, and virtual
environment. Among them, physical space, data man-
agement, and user terminal establish connections with ex-
ternal service through Application Programming Interface
(API), Software Development Kit (SDK), TCP/IP and
other technologies. The virtual environment has been cre-
ated based on virtual reality development software; it can-
not directly establish a connection with the software and
system in external service to obtain real-time data. There-
fore, data management has been used as an intermediary
to provide fast data services. Physical space, data man-
agement, user terminal, and virtual environment apply
the service information obtained from external service;
they will upload the data to data management, and then
feed the data back to external service through integration
and analysis.

2 Creation of 3D Visualization Virtual Environ-
ment Based on Virtual Reality

The virtual environment is a digital copy of each entity
element, dynamic process, and production environment
of the physical space. A virtual environment has been es-
tablished for the entities in the physical space to reproduce
the physical environment, objects, and actions. The vir-
tual environment construction process is shown in Fig. 2.
The physical space mainly includes production elements

| Physical space |

¥

Geometric model of
production factors

Production
environment

I

v ¥ ¥ ¥ ¥ v
dimensional | | Phsical Sports logic Virtual User Program
model properties control scene layout interface control
Y ] 1] ] 1] 1]

I

| Virtual environment |

Fig.2 Virtual environment construction process
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(i. e., products, materials, equipment, personnel, in-
dustrial robots, and controllers) and production environ-
ment elements. The virtual environment has been created
based on the geometric model size of each production ele-
ment and the production environment, including three-di-
mensional modeling, physical attribute setting, motion
logic control, virtual scene layout, interactive interface,
and program control.

2.1 Creation of 3D models of production factors in

physical space

The virtual environment establishes a corresponding

been used to ensure that the virtual twin environment is
consistent with the entity in terms of geometric size,
spatial location, and physical factors. The physical
space has been divided into categories such as equip-
ment, personnel, and environment. Three-dimensional
models of production factors contained in each category
have been created. The method of creating three-dimen-
sional models by category can improve the efficiency of
model creation. The production factor model of the
physical space is shown in Fig. 3. It includes the pro-
model,
model, assembly equipment model, personnel model,

cessing equipment transportation equipment

three-dimensional model based on the entities of each  material model, space environment model, and space
production factor in the physical space. This model has  perception equipment model.
Models of production factors in physical space |
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Fig.3 Models of production factors in physical space

2.2 3D model physical property setting

The design of virtual environment comprehensively
considers the realism and immersion of the 3D visualiza-
tion scene. Virtual reality software has been used to de-
velop a virtual twin environment, which can reduce the
amount of underlying system development while ensu-
ring the fidelity of the virtual environment. The virtual
reality software can optimize and render the imported 3D
model, realize the layout of the virtual scene, switch the
camera perspective, detect physical constraints, particle
effects, and external access, and enable system integra-
tion release. In the virtual twin environment, geometric
transformations and rotation changes have been input into
the model. Also, physical attributes such as rigid bodies
and colliders have been input into the model for simula-
ting the actual motion state of each production factor.
Thus, the logical control of the model movement has
been realized, and the physical phenomenon that violates
reality has been avoided.

2.3 Human-computer interactive function design

Compared with the traditional two-dimensional
workshop electronic billboard, the UI interface of the
system has been designed in a virtual environment to
provide a three-dimensional real-time process monito-
ring and interactive interface. Human-computer inter-
action mainly includes the realization of geometric
transformation and the response to external input
events. The geometric transformation includes three
forms of translation, rotation, and scaling. External
input events include mouse, keyboard, and VR de-
vices. The interactive functions shown in
Tab. 1.

The realization of the human-computer interaction
function of the user terminal requires the design of a con-

trol program in the virtual environment. It can be access-

are

ed with external algorithms, software, etc.
API.

by writing
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Tab.1 Virtual environment human-computer interactive func-
tion

Interactive function Introduction

Personnel authority management, login registra-
User management . L. .. .
tion realization, and operation information record

Interface switching Switch between interactive interfaces and exit op-

function erations

Establish database access and data addition, dele-
Database access . o .
tion, modification, and query operations

Data is assigned to the geometric transformation

Model data driven and physical properties of the 3D model to drive

operation

L Complete the display of various data in the form
Data visualization .
of visual charts

Multi-view and long-distance monitoring of the
Scene tour . . .
operating status of the entire physical space

Historical state Access to historical data and reappearance of the

review historical operating status of physical space

. Add new equipment models in the virtual space
Scheme verification . . .
for simulation operation

. Disassemble and assemble the virtual model to

Disassembly i .
. understand the internal structure of the physical
function .
space entity

Simulation predic- Simulation and result analysis in virtual space
tion with the help of data

2.4 Virtual environment program logic control design

The realization of user terminal human-computer in-
teraction requires program control design in a virtual
environment. Virtual reality development software uses
general object-oriented computer languages ( such as
C++, C#, JAVA, etc.) for programming, which fa-
cilitates system development. For example, the devel-
opment of API and TCP/IP enables access to external
algorithms and software. According to the interactive
function category of the virtual space, the control script
can be divided into the following types:
switching control, data access, model-drive, and ex-
ternal interface call. The program control categories are

interface

shown in Tab. 2.

3 Real Time Data Driver Based on Data Man-
agement Cloud Platform

Virtual environment to physical space production
process mapping has been used for ensuring the inte-
gration of virtual and real. The virtual environment re-
alizes data exchange through data management and
physical space.
data of the physical space to complete real-time percep-
tion, model-driven, The
physical space obtains virtual space data to adjust the
production process. Therefore, the data management is
the basis for completing the mapping and data driving

The virtual environment acquires the

and interactive functions.

of the entire system.

Tab.2 Program control category

Development ~ Program .
Introduction
language category
Interface
Lo Logical switch between effective and
switching

invalid interactive interface
control class

Establish a database connection and en-
Data access .
capsulate operation statements such as

class .
data query and deletion
. Assign the accessed data to the geomet-
Model-driv- . . .
ric transformation and physical proper-
en class . -
Ci+ ties of the digital model
C# External in- Calling SDK and API such as external
JAVA terface call simulation software and algorithm pack-
class aging library
Datz hart
,d a . ¢ .ar Draw line graphs, bar graphs, and pie
visualization X
lass graphs to display access data
class

Data format . .
. Format analysis and serialization of data
conversion R
accessed in the background
class

The mapping from virtual environment to physical
Product, equipment,
personnel, system and environment. The mapping from

space includes five main parts:

virtual environment to physical space needs to build a
closed-loop data driver. The hierarchical real-time map-
ping logic model of the workshop production process is
shown in Fig. 4, which mainly includes physical space,
industrial IoT real-time data collection, database, virtual
space, interactive terminal, and data integration feed-
back. Among them, the collected data needs to be for-
matted before data storage. The virtual space completes
the data drive by accessing the database to obtain data.
Finally, the data such as the simulation results of the in-
teractive terminal are integrated and fed back to the
physical space.

3.1 Real time data acquisition of industrial Internet
of things based on OPC UA

For the twin data collection, the measurement data
such as control signals and operating status from the phys-
ical space production site should be collected. In view of
the different information collection methods of each pro-
duction element in the physical space, the information of
the physical space can be divided into the following seven
categories: motion status information, action informa-
tion, environmental status information, controller com-
mand information, office auxiliary system information,
equipment status information, and product information.
Physical space information categories are shown in
Tab. 3.

Due to physical space including multiple types of data
information, the OPC UA data communication network

architecture has been oriented to safe and reliable IOT for
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Industrial IoT real-time data collection

| Product |
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information | Motion state | | Action signal | |

information

| Office auxiliary system Equipment operating

| Controller command signal information parameter information
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Status/
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Hatibase Person database

Product database System database
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Package I
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Production
optimization

Three-dimensional monitoring| | Interactive
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Troubleshooting

f
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Production Fault handling
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Fig.4 Hierarchical real-time mapping logic model of the workshop production process

Simulation data|

Tab.3 Physical space information categories the PLC to obtain real-time updated physical equipment

Information category Product information operating data. The UA server is weaker than the data-

Sports status Industrial robot operation, AGV trolley displace- ~ base in terms of data storage and processing. Therefore,
information ment, etc. the UA server node is read through the client program to

The gripper grabs the object; the AGV trolley obtain the data and store it in the database. The real-time

Action information

reaches the designated position, etc. data acquisition process based on OPC UA is shown in
. . o . Fig.5.
Environmental status Physical space temperature and humidity, light,
information OXygen content, etc. 3.2 Logical conversion model of physical space infor-
Control instruction PLC, industrial computer operation commands, mation based on multithreading
information etc.

The virtual environment represents space in digital

Office system Employee information, production plan, raw ma-  form - and its data-driven logic is different from the signal
information terial inventory, etc. logic of physical space'™. Therefore, it is necessary to
Equipment perform format conversion and logical processing on a
operating parameter ~ Equipment operating efficiency, failure rate, etc. large number of drive signals and data obtained from the
information

physical space before data storage. This is preparation for

. . Product specifications, defective rate, production ~ for the next step in the virtual environment in which data
Product information

date, etc for various levels of data drive are called. The logical

L conversion model of physical and virtual spatial informa-
workshop. OPC UA supports built-in data, cross-plat-

form operation, and can provide a unified address space
and services. The UA server has been deployed on the
production equipment side, and has been connected to
the programmable logic controller (PLC), RFID, sen-

tion is shown in Fig. 6.

The model data or signals collected in the physical
space generally exist in four forms: Boolean, integer, re-
al, and string”™. In contrast to the information types of
the physical space, multi-threading technology can be

sors, and data collectors through Ethernet. Communica- used when the information format conversion has been

tion between PLC and physical equipment needs to de-
fine input/output ports and equipment motion parame-
ters. The UA server accesses the IP address and port of

performed, and the multi-type information format can be
received, converted, and stored at the same time. Moreo-
ver, the information after the conversion of the physical
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Three-dimensional visualization interactive system terminal
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Fig.5 Real-time data collection process based on OPC UA

Operating status ;
information Operating data
Action information Action data
Environmental Bool Receiving thread
status information —— Status data
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information :> t thread t Instruction data
?ﬁ?ggg&?ﬁ Float/double Office system data
Store thread
Equipment Char Operating parameter
operating parameter Multithreading data
Product information Inf})ornn;a;tlon technology Product data
Physics Virtual
workshop workshop

Fig.6 Logical conversion model of physical and virtual spatial information

space format can be divided and returned. The catego-
ry of the driving data of the virtual space is shown in
Tab. 4.

3.3 Data management cloud platform creation

We built a data management cloud platform based on
cloud servers and databases to complete data storage; open
database remote access permissions can meet the remote
data access requirements of user terminal and virtual envi-
ronment. According to the real-time status and operation
process of the physical space, the five main bodies of
product, equipment, personnel, system, and environment,
and their relations, have been abstracted, and the subordi-
nate relations of each main body have been included. The
data collected in the production process has been selected,
stored, catalogued, and indexed through product database,

Tab.4 Driving data categories for virtual space

Drive data category Drive logic analysis

. . The virtual twin environment can be directly driv-
Motion drive data . . . .
en by real-time motion data in physical space

When the action data of the physical space chan-
ges to a specific value, the virtual twin environ-
Action data ment has been triggered to make corresponding
actions, and the service program needs to be used

to convert the action signals into action data

It is necessary to update the state data of the phys-
ical space in real time, and analyze and predict
the state data of the equipment in the virtual twin
environment

Status data

The service program has been used to convert the

. instruction information into instruction data, and
Instruction data

the next step has been performed synchronously

in the virtual twin environment
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equipment database, personnel database, environmental
database, and system database to realize the refinement of
movement data, status data, and instruction data of each
subject management.

3.4 Real time data drive

The virtual environment accesses the database through
the API to obtain the stored data, and distributes the geo-
metric transformation and physical attributes of the digital
model in the virtual environment to realize the driving of
the model. For the industrial robot, the data of each joint
of the physical space industrial robot has been transferred
to the rotation attribute under the joint displacement com-
ponent of the virtual space industrial robot model for driv-
ing to achieve synchronization.

In the real-time driving process, based on the physical
space historical operating data, the user terminal interac-
tive function operating results, and external simulation
data, these data have been integrated and analyzed to ob-
tain comprehensive data. Based on the OPC UA proto-
col, through the write operation to the UA server node,
the comprehensive data is transmitted to the controller
(PLC, industrial computer, etc.) connected to the physi-
cal space equipment and the operating staff to complete
the data integration feedback.

4 Implementation and Verification of 3D Visual-
ization Interactive System for Digital Twin
Workshop

For the present paper, a blade rotor test workshop
was used as a case study to build a 3D visualization in-
teractive system for a digital twin workshop. The test
workshop contained a blade rotor test bench, power
units, data acquisition units, control units, lubrication
units, assembly units, communication units, test envi-
ronments, storage areas, The
physical environment of the blade rotor test workshop
is shown in Fig.7 (b).

In order to realize the three-dimensional visualization
and human-computer interaction of the blade rotor test

and other elements.

workshop, three-dimensional modeling and light weigh-
ting were carried out based on Solidworks and 3DsMax.
The virtual twin environment was created by Unity3D vir-
tual reality software, including interface design, physical
attributes, and control script design. Data acquisition was
completed based on laboratory PLC and the data acquisi-
tion system, and data transmission was completed through
OPC UA protocol. The data management platform was
designed based on the MySQL database to read and store
data on the UA server nodes. Based on Matlab robotic
arm simulation function . NET platform conversion and
packaging, and through Socket communication, the ro-
botic arm virtual environment assembly simulation was
carried out. The three-dimensional visualized interactive

|
1"}
v

(b)
Fig.7 The physical environment of the blade rotor test work-
shop. (a) Blade rotor test workshop; (b) Blade rotor test bench

system architecture of the steam turbine blade rotor test
workshop is shown in Fig. 8.

4.1 Realization of 3D model of blade rotor test work-
shop

The three-dimensional model of the blade rotor test
bench components is given in Fig. 9. The test bench in-
cludes equipment and components such as drive motors,
support tables, bearing bases, blades, spindles, rotors,
blisks, and URS robotic arms, etc. In view of the com-
plexity of the test bench, the method of classification and
hierarchy was adopted for modeling, and SolidWorks and
3DS MAX software were used to create and reduce the
weight of the 3D model of the test bench. At the same
time, the storage area, monitoring area, console and oth-
er physical test workshop environment elements were
modeled.

4.2 Realization of the virtual environment in blade
rotor test workshop

The three-dimensional model of each element of the
blade rotor test workshop was converted to . FBX format
and imported into the virtual twin environment created by
Unity3D. After the three-dimensional model was impor-
ted, the combination and layout were carried out. At the
same time, materials and physical attributes such as met-
al, plastic, wood, rigid body, and collider were added.
Using the above methods to process the three-dimensional
model, the virtual twin environment of the test workshop
can ensure that it is consistent with the physical rotor test
bench in terms of geometric dimensions, physical structure
relationships, and kinematic characteristics. The virtual
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Fig.8 Three-dimensional visualized interactive system architecture for the blade rotor test workshop
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Fig.9 Creation of a three-dimensional model

twin environment of the blade rotor test workshop is
shown in Fig. 10.

For the virtual twin environment, the interactive in-
terface was designed by GUI, UGUI, and other tools,
the control script was designed by C# language, and
the interactive function response was realized by the ex-

Virtual test
bench

of the components of the blade rotor test bench

ternal mouse, keyboard and other devices. The system
login and registration function interface is shown in
Fig. 11.

In the digital twin system, the select interactive func-
tions on the main interface of the system are shown in Fig.
12(a). The assembly-disassembly simulation interface is
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Fig. 10 Virtual environment of the blade rotor test workshop

shown in Fig. 12 (b), which provides a demonstration
and training of the disassembly and assembly of the test
equipment. The virtual simulation interface of the robot-
ic arm is shown in Fig. 12(c). The user can control the
robotic arm through the mouse and keyboard. The Mat-
lab mechanical arm simulation function was called to

System main interface

(¢)

Fig.11 System login and registration function interface

complete the blade assembly path planning. The data
chart interface is shown in Fig. 12(d), which provides
bar charts, pie charts, and line charts to view the entire
system and operating data of each device, including
speed, blade frequency, running time, test progress,
simulation progress, etc.

[Assembly-disassembly simulation interface

Assembly Disassembly Disassembly information query 0P out

(d)

Fig. 12  Other interactive function interfaces of the system. (a) System main interface; (b) Assembly and disassembly simulation inter-

face; (c)Robotic arm virtual simulation interface; (d) Data chart interface

The interactive function has been designed for the
system’s human-computer interaction. The system login
and registration human-computer interaction display are
shown in Figs. 13(a) and (b).

The UI interface is clicked to interact with the
mouse, and the user name and password are entered on
the keyboard to achieve user information and data inter-
action.

The system scene-roaming human-computer interac-
tion display is shown in Fig. 14. The interactive control
of the camera has been completed through the coopera-
tion of the mouse and the keyboard, which is convenient
for the multi-directional and close-range understanding of
the device information. The figure provides four per-
spectives.

The man-machine interaction display of the system-
robotic arm is shown in Fig. 15, which shows two inter-
active operation modes of the sliding bar and keyboard in-
put.

The human-computer interaction display of system
assembly and disassembly is shown in Fig. 16. During the

NCE!

(b)
Fig. 13 The system login and registration human-computer in-
teraction display. (a) User login; (b) User registration
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(b)
Fig.14 System scene-roaming human-computer interaction dis-

play. (a) Scene roaming perspective 1; (b) Scene roaming perspective 2

Jointfree
Pedestal

(b)

Fig.15 Human-computer interaction display of the system ro-

botic arm. (a) Robotic arm slider interactive operation; (b) Robotic
arm keyboard interactive operation

Assembly-disassembly simulation interface | Assembly Disassembly Disassembly information query | Drop out
e

Assembly Disasserpbly Dluammnly information query| Drop out

,,_{ L

[Assembly-disassembly simulation interface

’:‘:"ﬁ

(b)
Fig.16 Human-computer interaction display of system assembly
and disassembly. (a) Dismantling status; (b) Assembly status

assembly and disassembly process, the mouse has been
used to click and interact with the model. Model judg-
ment, dragging, and posture adjustment have been com-
pleted through ray inspection, and information query has
been realized through UI interface interaction.

4.3 Realization of real-time data drive and process
mapping

In order to achieve data management for the digital
twin system, the input/output ports of the two PLCs of
the rotor test bench require definition, and communica-
tion with the drive motor, oil pump, data collector, URS
robot arm, and other equipment has been established
through the ports. For example, the URS robotic arm in
the physical test workshop has been controlled by a pro-
gram or a teach pendant. Real-time updated control data
has been transmitted to the PLC through the input/output
10 port, and then uploaded to the UA server through the
OPC UA protocol. Data from the UA server node through
the program script is read, and the read URS motion data
in the robot database is stored. The virtual twin environ-
ment and the UT read real-time data through the packaged
database API interface, and pass them to the parameters
of the geometric transformation and physical properties of
the 3D model. The synchronous drive of the robotic arm
in the virtual environment is shown in Fig. 17.

(a) (b)
Fig.17 URS robotic arm synchronous drive result. (a) Robotic
arm posture in physical space; (b) Robotic arm posture in virtual envi-

ronment

The sequence of the test bench URS robotic arm to per-
form the task of the blade assembly is: 1) Move to the
test bench blade storage area; 2) Grasp the blade with the
gripper action; 3) Move to the assembly position; 4) Re-
lease the gripper. The URS robotic arm and the URS ro-
botic arm blade assembly drive process the virtual envi-
ronment by acquiring real-time data of the URS robotic
arm, as shown in Fig. 18.

4.4 Realization of external simulation service crea-
tion and application

In terms of system external service, the robotic arm sim-
ulation sub-requirements in the system are taken as an ex-
ample for designing and building simulation sub-services.
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(d (e) (H)
Fig.18 URS robotic arm blade grasping assembly synchronous
drive results. (a) Robotic arm initial posture in physical space; (b) Ro-
botic arm grasping posture in physical space; (¢) Robotic arm assembly
posture in physical space; (d) Robotic arm initial posture in virtual envi-
ronment; (e) Robotic arm grasping posture in virtual environment;
(f) Robotic arm assembly posture in virtual environment

Displacement s/rad

In this paper, MATLAB has been selected as the robotic
arm simulation service development software to establish
an external robotic arm simulation sub-service. Among
them, the Robotic Toolbook for MATLAB in MATLAB
is a commonly used robot kinematics solution and simula-
tion tool. This time, the point-to-point joint space and
Cartesian space trajectory planning simulation sub-serv-
ices have been created. In MATLAB Robotics Toolbox,
the 3D mathematical model of the URS robot was estab-
lished using the Link function according to the Denavit-
Hartenberg (DH) parameter method. The forward and in-
verse kinematics of the URS robot have been solved, and
the quintic polynomial interpolation method has been used
to determine the motion trajectory of the robotic arm. The
initial conditions of the trajectory planning include accel-
eration, which can ensure the stability of the robotic arm
in the joint space. Matlab robotic arm trajectory planning
simulation results are shown in Fig. 19.

The man-machine interaction design of the robotic arm
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Fig. 19 Matlab robotic arm trajectory planning simulation results. (a) Position curve of each joint; (b) Speed curve of each joint; (c) Ac-
celeration curve of each joint; (d) Straight line trajectory from TO to T1; (e) Initial position and posture of the robotic arm; (f) End position and

posture of the robotic arm

trajectory planning simulation has been carried out in the
virtual environment. By receiving MATLAB data, the
byte data has been converted into string data at the same
time. The data has been transferred to the robotic arm
model parameters. The simulation results of the robot
trajectory planning in the virtual environment is shown in
Fig. 20.

In the virtual environment, the man-machine interac-
tion design of the simulation data feedback control of the
robotic arm trajectory planning was carried out. The data

(b)
Fig.20 Simulation results of the robot arm trajectory planning in
the virtual environment. (a) Initial posture; (b) Termination posture

(a)
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feedback and control have been completed by establishing
communication with the physical test bench robotic arm.
The physical environment robotic arm trajectory planning
operation result is shown in Fig. 21.

(a) (b)
Fig.21 Physical space robotic arm trajectory planning opera-
tion results. (a) Initial posture; (b) Termination posture

4.5 Client terminal application

The user terminal of the system has been applied to the
physical blade rotor test workshop. The running scene of
the client terminal is shown in Fig. 22.

(b)
Fig.22 Application scene of the client terminal. (a) Client ter-
minal application scene 1; (b) Client terminal application scene 2

5 Conclusions

1) A novel six-dimensional model of a three-dimen-
sional visualization interactive system for digital twin
workshops has been proposed in this paper. The applica-
tion of the system shows that the model improves the co-

ordination and integration of human-object-virtual in the
digital twin workshop, and enhances the importance of
personnel in the digital twin workshop.

2) A hierarchical real-time data-driven mapping model
for the workshop production process has been proposed in
this paper. The application shows that the data-driven and
mapping efficiency of the model is higher, the data-driv-
en process is clearer, the data-driven real-time perform-
ance is better, and the data feedback control of the physi-
cal workshop can be realized.

3) Based on the six-dimensional model of the system,
the creation of a three-dimensional visualization virtual
environment based on virtual reality has been researched
and realized. At the same time, the construction of a data
management cloud platform is completed, and research
and creation of external services are conducted. The inte-
grated development and application of the 3D visualiza-
tion interactive system for the blade and rotor test work-
shop are completed.

4) This system improves the transparency and automa-
tion level of the blade test workshop, and at the same
time improves the data analysis ability of the blade test
workshop, and provides a simulation environment that is
not available in the physical workshop. The optimization
and guidance of the physical blade test workshop are real-
ized.
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