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Abstract: To evaluate the quality of blurred images
effectively, this study proposes a no-reference blur assessment
method based on gradient distortion measurement and salient
First, a Gaussian low-pass filter is used to
construct a reference image by blurring a given image.
Gradient similarity is included to obtain the gradient distortion
measurement map, which can finely reflect the smallest

possible changes in textures and details. Second, a saliency

region maps.

model is utilized to calculate image saliency. Specifically, an
adaptive method is used to calculate the specific salient
threshold of the blurred image, and the blurred image is
binarized to yield the salient region map. Block-wise visual
saliency serves as the weight to obtain the final image quality.
Experimental results based on the image and video engineering
database, categorial image quality database, and camera image
database demonstrate that the proposed method correlates well
with human judgment. Its computational complexity is also
relatively low.
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uring the process of image acquisition, camera sha-

king, defocusing, and rapid object movement cause
blurred images. Blur distortion results in the loss of a
large number of sharp details and local feature information
in the whole or a part of a given image and thus seriously
affects the subsequent interpretation and recognition of the
image. Therefore, evaluating the quality of blurred ima-
ges reasonably is of great theoretical significance. As the
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subjective judgment of the human eyes is time consu-
ming, laborious, and unstable, researchers have focused
on building an objective quality evaluation method in line
with the judgment of the human eyes. At present, objec-
tive blurred image quality assessment (IQA) methods can
be divided into three categories according to whether the
original image is needed: full reference (FR)'", partial
reference (RR) ", and no-reference (NR)"™ . The first
two methods need the original image or the collection of
some features of the original image. However, because
most reference images are not easy to obtain or cannot be
obtained at all in many practical applications, the devel-
opment of NR-IQA has a wide range of practical signifi-
cance, and a large number of researchers have aimed to
study and explore this problem.

Mainstream NR blurred image evaluation algorithms
are mainly divided into the following categories'": trans-
form domain-based algorithms, reblur evaluation algo-
rithms based on pixel statistical information, edge-based
evaluation algorithms, and neural network-based algo-
rithms. 1) Transform domain-based algorithms include
the kurtosis method based on the DCT domain"™', Fourier
transform algorithm'®’, and global phase coherence and
local phase coherence algorithm'”™'. Using the properties
of blurred images in the transform domain, this type of
algorithm is characterized by definite physical meaning.
However, the calculation of the model is relatively com-
plex. 2) For reblur evaluation algorithms based on pixel
statistical information, Crete et al. "’ proposed the meas-
urement of the gray-level changes of neighboring pixels
by using the reblur theory; the approaches include the ad-
jacent gray-level difference variance method"” and covar-
iance matrix eigenvalue method''”. This type of algo-
rithm uses the statistical information of an image and
yields good robustness. However, it ignores the location
information of pixels, thereby greatly affecting estima-
tion. 3) Edge-based evaluation algorithms include the
just noticeable blur (JNB) algorithm'” and cumulative
probability of blur detection (CPBD) algorithm'"'. This
type of algorithm is intuitive in terms of concept as it con-
siders the characteristics of the human vision. However,
such algorithm has a certain dependence on image con-
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tent. The first two types of algorithms are mainly used to
evaluate the quality of images according to the changes in
the blur degree of the same images. They are mainly used
in the field of automatic focusing of imaging systems, but
they have limited usage in realistic scenarios. This type of
algorithm can evaluate the blur degree of different images
and achieve good performance. However, the calculation
process is generally complex, and it cannot be widely
used. 4) In terms of neural network-based algorithms,
Yu et al. "' proposed a measurement method on the basis
of the shallow convolutional neural network ( CNN).
Hosseini et al. ' proposed a measurement method called
the human visual system (HVS) MaxPol. Yu et al. (o1
used the general regression neural network ( GRNN) in-
stead of the multilayer perceptron in the original CNN ar-
chitecture to generate the CNN-GRNN model. Although
these algorithms have made valuable progress in sharpness
measurement and they have high performance indicators,
their high computing overhead may limit their application
scope, e.g., running on low-cost mobile devices. In ad-
dition, these models based on neural networks need a large
number of training samples, and existing image quality da-
tabases only contain hundreds of blurred images. This type
of evaluation algorithm leads to overfitting.

The essence of blurred images is the loss of high-fre-
quency information. Such characteristic is mainly mani-
fested in the reduction of edge sharpness and the loss of
texture details. Gradients are the constituent elements of
edges, and they can reflect the changes in details and tex-
tures. The visual attention mechanism is the main factor
of the HVS, which pays close attention to the regions of
interest during subjective evaluation.
characteristics have been widely used in IQA!
good evaluation performance has been achieved. With the
above considerations, this study proposed a NR blur IQA
algorithm on the basis of gradient features and saliency.
The proposed algorithm uses reblur theory to construct a
reference image to calculate the gradient distortion meas-
ure of blurred images. The experiments on natural image
databases, namely, the image and video engineering
(LIVE) database, categorial image quality (CSIQ) data-
base, and camera image database ( CID2013), show that

These two visual

17-19
', and

the proposed algorithm achieves good subjective consis-
tency and features low time complexity.

1 Algorithm

The input RGB blurred image is transformed into a
gray image. Specifically, a Gaussian low-pass filter is
used to blur the image and then construct the reference
image. The reference image is then combined with the
distorted one for evaluation. The gradient distortion
measurement (GDM) can reflect tiny detail contrast, and
the changes in texture features in an image are obtained

by combining gradient similarities. At the same time, the

saliency algorithm is introduced to detect the saliency of
the input RGB blurred image. Moreover, an adaptive
threshold is used to binarize the saliency map to obtain
the saliency region map. The GDM map of the image and
reblurred image is then weighted by the subblock saliency
to form the final blur evaluation result.
block diagram is shown in Fig. 1.

The principle
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Fig.1 Flow chart of proposed algorithm

1.1 Image reblurring

In NR-IQA, the reference image cannot be obtained.
Hence, these methods have certain limitations, and the
accuracy of the algorithm is greatly reduced. In this
work, the concept of reblur’, which is based on the sub-
jective perception of the human eyes, is introduced. Giv-
en the subjective perception of the human eyes, the
differences between sharp images and blurred images are
easier to be perceived than the differences between blurred
images and reblurred images. The method in Ref. [20]
is used to construct a reference image by using the varia-
tion of high-frequency components. The image blur
measurement map is then obtained by fusing the similarity
of the local standard deviation of the images before and
after reblurring with the significance model of blurred im-
ages. The final evaluation result is obtained by weighting
the measure map with the local standard deviation value
map.

A distortion RGB image is the first input in our algo-
rithm; it is transformed to grayscale version to obtain the
corresponding reference image'”'.

As shown in Fig. 2, the difference between the first
two images before and after blurring can be easily per-
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ceived, whereas the difference between the second image
and the third image is not obvious.

(a) (b)

Fig.2 Schematic of image reblurring effect. (a) Sharp image;
(b) Blurred image; (c) Reblurred image

As observed by the human eyes, a sharp image loses a
considerable amount of image edge details in the process
of image blurring. For an image that has been blurred,
the details lost by the second blurring are more greatly re-
duced than those after the first blurring. This outcome is
consistent with the fact that blurring affects the high-fre-
quency components in images and that low-frequency
components remain stable™'; specifically, the blurring
process mainly reduces the high-frequency components of
the original image. After reblurring, the number of high-
frequency components is reduced, and the image does not
change greatly. Hence, the degree of change from a visu-
al observation is minimal.

For the minimum standard deviation of effective reblur-
ringm]
perimental verification is set to 0.55, and the window size
is 7 x8.

, the standard deviation of the algorithm after ex-

1.2 Image gradient similarity and salient region

1.2.1
HVS research'™ has shown that the human eyes are
suitable for extracting structural information in visual are-

Image gradient similarity calculation

as. Wang et al.”™ proposed an evaluation algorithm
based on structural similarity (SSIM) that can effectively
extract structural information in visual areas. Given the
advantages of the SSIM algorithm, image quality can be
evaluated accurately and reliably by constructing the refer-
ence image and then using the structural similarity be-
tween the reference image and the distorted image to
measure sharpness. However, the SSIM algorithm’ s
evaluation results are not reasonable for degraded images
with serious blur'®', which indicates that the evaluation
value of blurred images is too high and does not conform
to people’ s subjective feelings. The experimental results
show that the human eye is very sensitive to image ed-
ges” ™ and that gradients can effectively reflect the
changes in the details and textures of images. Such a re-
sult proves that edges are an important part of the struc-
tural information of images. For seriously degraded
blurred images, extracting gradient features can help ef-
fectively evaluate the degree of image blur and align the
evaluation results with the characteristics of human visual
perception.

As described in Section 1. 1, the blur degree of a

blurred image can be determined by measuring the chan-
ges in the high-frequency components of the blurred im-
age and its reblurred image. In extracting the gradient in-
formation of an image, most of the low-frequency com-
ponents are removed. Hence, the high-frequency compo-
nents become dominant, and the sensitivity to the changes
in blur degree increases. As shown in Fig. 3, the gradient
information extracted from images with different blur de-
grees can effectively reflect the changes in image blur de-
gree. In this work, the blurred image is reblurred to con-
struct the reference image, and the blur degree of an im-
age is calculated by combining the gradient similarities.

Fig.3 Image gradient changes affected by reblurring. (a)
Sharp image; (b) Gradient map of image (a); (c) Blurred image; (d)
Gradient map of image C; (e) Reblurred version of image (a); (f) Gra-
dient map of image (e); (g) Reblurred version of image (¢); (h) Gra-
dient map of image (g)

The gradient is usually calculated by linear filtering
convolution. The typical filters include the Roberts, So-
bel, Prewitt,
Scharr horizontal operator and Scharr vertical operator to
calculate the horizontal and vertical gradients, respective-
ly. These operators are defined as follows:

and Scharr filters. This work uses the

-3 0 3
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where H and V represent the Scharr horizontal operator
and vertical operator, respectively.
The calculation methods are as follows:

G, =I,H (2)
G, =1®V (3)

where the operation (X) is the convolution operation of two
matrices; I, is the input blurred image in pixel space i; G,
and G, respectively represent the gradient images in the
horizontal and vertical directions through gradient filte-

ring. Then,
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G =G +G, (4)

The similarity between the blurred image (G,) and the
corresponding gradient amplitude image of the reference
image (G,) is used to measure the gradient feature chan-
ges of the image before and after reblurring. The calcula-
tion of the GDM map is defined as

_2G,G, +C,

= 5
" G, +G +C, (5)

where C,| is a positive constant matrix to avoid a zero de-
nominator; M, is based on pixel-by-pixel calculation, and
the gradient amplitude calculation is based on a small area
block.
1.2.2 Salient region calculation

Region detection for images is a basic research topic in
neuroscience and psychology. The human eyes employ a
visual attention mechanism and can thus select specific re-
gions of interest from a large amount of information, in-
cluding important regions of an image. These regions of
interest are called salient regions. With the deepening of
the research on salient region extraction, many algorithms
have been proposed'”>"". The salient region extraction al-
gorithm (SDSP) proposed by Zhang et al. ™' has been ci-
ted by a large number of scholars because of its simple
structure and fast calculation speed. The attention mecha-
nism of the human eyes based on some edge and local de-
tails outside location features is also an important factor
affecting the visual quality of images. On the basis of the
SDSP saliency model, this algorithm combines two prior
features, namely, frequency saliency and color saliency.

S, =SiS¢ (7)

where S and S respectively represent the frequency sig-
nificance and color significance. They are defined as

S =R +(f,®0) +(f.@))] (8

where f,, f,, f. are the three components of the color
space; g represents the log Gabor filters.
2 + 2
5. :I—exp( S sz)

c

(9

where f, represents the degree of green-red in the pixel;
Js represents the degree of blue-yellow; ¢, is a constant
parameter.

In this work, the frequency saliency feature and color
saliency feature are fused on the basis of the SDSP sali-
ency model. Relative to the classical SDSP saliency mod-
el, which fuses three features, the fused model can im-
prove the accuracy of calculating the saliency regions of
blurred images.

According to the adaptive threshold selection algo-

rithm™, the threshold in this work is obtained for

blurred images with different contents and scenes. The fi-
nal salient region map is obtained by binarization. This
map can accurately reflect the changes in the GDM map
of the original blurred image in the significant region. In
the LIVE database, images of parrots with different blur
degrees are selected and shown in Fig. 4. Fig. 4(b) is
more blurred than Fig.4(a). Moreover, the image struc-
ture information of the sharper image is more degraded
than that of the blurred image. In addition, the saliency
map corresponding to the blurred image presents fewer
changes than the saliency map of the sharp image. In this
way, the saliency area of the GDM map of the blurred
image can be accurately calculated. The algorithm ignores
the influence of the background region and evaluates the
quality of blurred images by only measuring the gradient
structure distortion of the significant regions of blurred
images.

(b) (¢)

(d) (e) ()

Fig.4 Gradient distortion measurement (GDM) and salient re-
gion maps corresponding to images with different blur degrees.
(a) Sharper image; (b) GDM map of image (a); (c) Salient region
map of image (a); (d) Blurred image; (e) GDM map of image (d);
(f) Salient region map of image (d)

1.3 Final evaluation algorithm

After calculating the GDM map of the test image and
reblurred image as long as the salient region, the GDM
map is weighted by the salient value of the salient region
subblock to obtain the final evaluation result.

is;M,.
Q; - i:lm
s,

i=1

(10)

where S represents the significant region map of the input
blurred images.

2 Experimental results and analysis

2.1 Image database and evaluation criteria

To verify the effectiveness of the algorithm, this study
uses quality evaluation image databases, namely,
LIVE™', CSIQ™, and CID2013"™' databases, in the
simulation experiments. According to the Video Quality

1

36 . . . . .
Experts Group'™, a certain nonlinear relationship exists
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between objective and subjective evaluation results. The
performance of the proposed algorithm is objectively re-
flected using the nonlinear regression function of five pa-

7
rameters = ]

1 1
fx) =B, {7 Tl +explB,(x

57 A +A (D

where f(x) is the prediction score after nonlinear regres-
sion, representing the objective evaluation value; B,(i =
1,2,3,4,5) denote the parameters of the model.

2.2 Gaussian filter window and standard deviation
selection

According to Section 2. 1, the minimum standard devi-
ation of effective reblurring is 0. 25. Hence,
reblurring value in the proposed algorithm ¢, should be

the actual

greater than 0.25. On the basis of the effective minimum
the index values of SROCC based on
different windows and different standard deviations in two

standard deviation,

image databases are compared to select the appropriate
Gaussian filter window and standard deviation. Fig.S5 in-
dicates that given the highest SROCC values in the LIVE
and CSIQ databases, the window size in the algorithm is
set to 7 x 8, and the blur standard deviation is 0. 55.

1.00 -
]
8 ; 4 Window size:
% ——3x3
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(b)
Comparison of SROCC under different windows and
(a) Experiment in the LIVE database; (b) Ex-
periment in the CSIQ database

Fig. 5
standard deviations.

2.3 Comparison experiment of significant value cal-
culations

On the basis of the SDSP algorithm, this study propo-
ses to fuse only two salient features, namely, frequency
salient features and color salient features. A comparative

experiment is performed to verify the superiority of the al-

gorithm. Select images with varying degrees of blur in
LIVE database. The results are shown in Fig. 6.

Fig. 6 Comparison of experiment results. (a) Monarch map;

(b) Saliency map of image (a) based on classical SDSP saliency model;
(c¢) Saliency maps fusing two saliency features of image (a); (d) House
map; (e) Saliency map of image (d) based on classical SDSP saliency
model; (f) Saliency maps fusing two saliency features of image (d)

The experiment results reveal that the branches in the
blurred background in Fig. 6 (b) are not marked on the
basis of the classical SDSP saliency model and that the
branch area also includes edge information. Meanwhile,
Fig. 6(c) shows that the combination of two saliency fea-
ture models not only marks the visual saliency area but al-
so includes some edge information outside the central are-
a. As shown in Fig. 6(d), this algorithm can mark the
edges of the saliency area and some important edge infor-
This capability differs from the saliency
map based on the classical SDSP saliency model shown in
Fig. 6 (e). Therefore, when extracting the saliency of
blurred images, the saliency models of the proposed algo-

mation flowers.

rithm, which only fuses frequency saliency features and
color saliency features,
SDSP saliency model.

perform better than the classical

2.4 Algorithm performance comparison

2.4.1
In the experiment,

Natural blurred image database

we set C =115. Before calculating
the gradient similarity, we need to filter the 3 x 3 image
with a Gaussian weighted average and then perform
downsampling. To show the evaluation effect of the algo-
rithm intuitively, we compare it with five NR blur image
algo-
rithm of the image reblurring effect, JNB model'” of the
CPBD'", global phase
and local phase consistency
CPBD, LPC-SI, and the algorithm which
1 are recognized as excellent evalua-
tion algorithms in the research of NR blur image quality

quality evaluation algorithms that use the reblur'”

just perceptible blur concept,
consistency ( GPC-SI) .
(LPC-S) ™.
uses reblur theory
evaluation algorithms. The results of the proposed algo-
rithm and five representative algorithms for the LIVE and
CSIQ databases are shown in Tab. 1.

As shown in Tab. 1, the performance index values of
the proposed algorithm are better than those of the other
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Tab.1 Performance comparison of different evaluation algorithms in LIVE and CSIQ databases

Database standard Reblur INBM CPBD GPC-SI LPC-SI Ref.[20]  Froposed

method

SROCC 0.879 2 0.787 2 0.918 2 0.864 0 0.9389 0.925 8 0.940 0

KROCC 0.701 9 0.607 1 0.763 2 0.687 4 0.778 5 0.774 1 0.797 5

BID PLCC 0.883 4 0.818 8 0.912 4 0.884 8 0.9316 0.9315 0.951 8

RMSE 8.654 9 10.602 7 7.553 8 8.617 8 6.771 6 6.716 7 5.667 4

SROCC 0.853 1 0.762 4 0.879 0 0.865 1 0.907 1 0.896 2 0.888 3

KROCC 0.644 4 0.597 6 0.690 5 0.687 5 0.720 5 0.724 8 0.712 2

oSIQ PLCC 0.8850 0.870 9 0.882 2 0.901 8 0.8256 0.925 4 0.909 0

RMSE 0.133 4 0.140 9 0.1349 0.1239 0.108 5 0.108 6 0.116 8

algorithms. In the CSIQ database, these performance in-
dex values are slightly lower than those of LPC-SI and the
algorithm in Ref. [20], but they show improvement rela-
tive to the results of the other four evaluation algorithms.
Given its performance in the LIVE and CSIQ databases,
the proposed algorithm achieves significant improvement
in its correlation and accuracy relative to the other algo-
rithms. In general, the proposed algorithm achieves the
best prediction performance in the LIVE and CSIQ data-
bases.

2.4.2 Real blurred image database

In the real world, blur distortion is not regular and is
more difficult to evaluate than blurred images in natural
image databases. To verify the performance of the pro-
posed algorithm in a real distorted blurred image data-
base, the camera image database CID2013 is selected for
the experiment. CID2013 contains 473 images and pro-
vides subjective scores for sharpness, graininess, bright-
Only the
sharpness score is used in the experiment (see Tab.2).

ness, and color saturation for each image.

Tab.2 Performance comparison of real blur image databases

Database Standard Reblur JNB

CPBD GPC-SI LPC-SI Proposed method

CID2013 SROCC 0.229 0 0.443 8

0.4329 0.402 0 0.597 3 0.517 1

2.5 Time complexity comparison

To further verify the superiority of the proposed algo-
rithm in terms of time complexity, we conduct a compari-
son test between the proposed algorithm and the other
aforementioned evaluation algorithms (see Tab. 3). The
evaluation results are obtained by conducting 10 runs and
adopting the mean for the image size of 512 x 512. The
processor of the hardware platform is Intel® Core™ i5@
1.70 GHz with 4 GB memory and Windows 7 64-bit oper-
ating system. The software platform is MATLAB R2017a.
Tab. 3 shows that the algorithm has a relatively low time
complexity. The algorithm achieves the best performance
evaluation in the LIVE database (see Tab.2). Although its
performance index for the CSIQ and CID2013 databases is
slightly lower than that of LPC-SI, its operation time is
greatly improved. Hence, the proposed algorithm is a
good candidate for time-critical applications.

Tab.3 Running time comparison of different evaluation algo-

rithms

Proposed
Method Reblur JNBM CPBD GPC-SI LPC-SI

method
Time/s 0.256 1 0.743 1 0.5414 0.3051 2.4043 0.2465

3 Conclusion

1) Following the theory of reblurring, this study pro-
poses a NR blur image quality evaluation algorithm that is
based on GDM and salient region maps. The image to be
evaluated is blurred by a Gaussian low-pass filter to con-

struct a reference image. Then, the GDM map, which
can reflect the contrast and texture changes of tiny image
details, is obtained by combining the gradient similari-
ties.

2) The saliency region map is calculated, and the final
evaluation result of the blurred image is obtained by
weighting the saliency value of the saliency region sub-
block.

3) The experimental results on the LIVE, CSIQ, and
CID2013 databases show that the gradient and saliency
features are integrated to make the evaluation results sub-
jectively and objectively consistent with human visual
characteristics.
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