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Abstract: The communication complexity of the practical
byzantine fault tolerance (PBFT) protocol is reduced with the
threshold signature technique applied to the consensus process
by phase voting PBFT (PV-PBFT). As most communication
occurs between the primary node and replica nodes in PV-
PVFT, consistency verification is accomplished through
threshold signatures, multi-PV, and multiple consensus. The
view replacement protocol node weights to
influence the election of a primary node, reducing the
probability of the same node being elected primary multiple
times. The experimental results of consensus algorithms show
that compared to PBFT, the communication overhead of PV-
PBFT decreases by approximately 90% with nearly one-time
improvement in the throughput relative and approximately 2/3
consensus latency, lower than that of the scalable hierarchical
byzantine fault tolerance. The communication complexity of
the PBFT is O(N’), whereas that of PV-PBFT is only O(N),
which implies the significant improvement of the operational
efficiency of the blockchain system.
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introduces

n 2008, Nakamoto'" first proposed an electronic cash
Isystem constructed with blockchain technology. Block-
chain technology has made it possible to directly use Bitc-
oin for transactions between entities that do not trust each
other without any centralized trusted third party for man-
agement. In 2013, Buterin et al. "' created the Ethere-
um platform inspired by Bitcoin to apply smart contract
technology to blockchain and improve the scalability of a
blockchain system. The Linux Foundation launched the
Hyperledger Fabric open-source project for developing en-
terprise-level applications'. Blockchain technology has
allowed the direct use of Bitcoin for transactions between
entities that do not trust each other without any centralized
trusted third party for management. The consensus algo-
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rithm, one of the core technologies of blockchain, is the
mechanism of how mutually independent nodes in a
blockchain system can reach consistency. Consequently,
the consensus algorithm is a significant factor in determi-
ning the operational efficiency of the blockchain system.
Recently, consensus protocols can be categorized into
three categories based on whether or not they are fault tol-
erant: the non-fault-tolerant proof of X class of schemes
represented by the proof of work'™, general fault-tolerant
CFT class of schemes represented by Raft™
tine fault-tolerant (BFT) class of schemes represented by
the PBFT'". Each type of consensus protocol has its
drawbacks, which limit its application to specific scenari-
os. BFT class protocols have a long history, are the most
widely used, and can tolerate partially faulty nodes and
evil nodes. However, the performance of these protocols
is poor, so the improvement of PBFT has become a cruci-
al research direction for consensus protocols used in vari-
ous enterprise-level applications, including BFT-
SmaRT"™, G-PBFT"', and LibraBFT''"” consensus. Li et
al. " proposed a PBFT-optimized consensus protocol

, and byzan-

named scalable hierarchical byzantine fault tolerance ( SH-
BFT), which improves the efficiency of internode negoti-
ation by designing a hierarchical structure. Li et al. '
proposed a scalable multilayer PBFT-based consensus
mechanism by hierarchically grouping nodes into different
layers.

In the PBFT consensus protocol, all nodes have to
communicate with one another to reach consensus, and
the communication complexity is O(N’). PV-PBFT uses
the threshold signature, where the threshold is set to 2f +
1 and fis the number of malicious nodes. The main com-
munication is between the primary and replica nodes, and
phase voting is used, which brings the communication
complexity down to O(N).

1 PV-PBFT Protocol
1.1 PV-PBFT consensus protocol

The PV-PBFT consensus protocol includes five phases
with the same phase number as the original PBFT consen-
sus protocol, and they can correspond to one another.
The specific process is shown in Fig. 1. The following
are the detailed processes.

1) Request phase: Similar to the request phase of the
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original PBFT. ClientC sends a request message to the
primary node P. The format of the request message is m
=[o,1, ¢y c4ls where m is the request message, o is
the operation to be executed, tis the timestamp, c,, is the
client ID, and c, is the client’ s signature. The times-
tamp ensures that the command is only executed once,
and the client signature ensures that the message is cor-
rect.

2) Preparation phase: PV-PBFT is different from the
original PBFT as the prepare phase of the sequence num-
ber distribution focuses mainly on distributing messages
from the primary node to the replica nodes. PV-PBFT not
only distributes messages from the primary node to the
replica nodes in this phase but also performs voting after
the replica node acknowledges the message. The replica
node completes its own threshold signature and sends its
signed part back to the primary node. After receiving a
request from client C, primary node P assigns a sequence
number s to message m, constructs a prepare message [ v,
S, Dy m], and broadcasts it to all replica nodes, where v
is the view number, s is the sequence number, p is the
signature of the primary node, and m is the request mes-
sage. The sequence number s is the order of request exe-
cution, the view number allows the replica node to record
the current view, and the primary node signature ensures
the authentication of the replica node to the primary
node’s identity. After the correctness check of the prepare
message from the primary node, the replica node i first
calculates the hash digest h = H(v, s, m) and then signs h
using the subkey to obtain £(/),, where &(h), is the par-
tial threshold signature generated by the replica node i.
The prepare-vote message is constructed [ v, s, £(h),] to
the primary node P.

3) Precommit phase: In the precommit phase of the
original PBFT, the replica nodes each confirm the cor-
rectness of the message and then broadcast the confirma-
31 However, PV-
PBFT already performs replica node message confirmation
in the previous phase. In this phase, the primary node
combines messages containing signatures,

tion information to all other nodes

completes a
round of consensus, sends the consensus results to all rep-
lica nodes, and opens another round of consensus. When
the primary node receives 2f + 1 prepare-vote messages, it
calculates the resulting overall threshold signature £( /)
and constructs a precommit message [v, s, £(h)] to
broadcast to all replica nodes. The replica node verifies
the correct precommit message from the primary node by
verifying the public key k and then computes the hash di-
gest d=H(v,s,£(h)). Then, it signs d with the subkey
to obtain o (d),, where o ( - ), is the partial threshold
signature generated by the replica node. Eventually, the
replica node constructs the precommit-vote message [ v, s,
o(d),] to the primary node P.

4) Commitment phase: The sequence number confirma-

tion phase of the original PBFT starts to confirm the con-
sensus, whereas the PV-PBFT has already performed the
second round of consensus confirmation. After receiving
2f+1 precommit-vote messages, the primary node calcu-
lates the resulting overall threshold signature o (d) and
constructs a commit message [ v, s, o(d)] to broadcast to
the replica node. After verifying the correctness of the
commit message from the primary node by verifying the
public key k', the replica node i executes the request mes-
sage with the sequence number s, updates the state ma-
chine state to y, and computes the hash digest 7 = H(y).
Then, it signs 7 with the subkey to obtain 77(7),, where
7r( - ), is the partial threshold signature. Eventually, the
replica node generates the commit-vote message [ v, s,
(7),] to the primary node P.

5)Reply phase: While all nodes in the response phase
of the original PBFT send the consensus result to the cli-
ent, the PV-PBFT is a broadcast of the consensus result by
the primary node, including the client. After the primary
node receives 2f + 1 commit-vote messages and success-
fully computes the resulting overall threshold signature
(7). It indicates that the request message has been suc-
cessfully executed by enough nodes, constructs a reply
message [v, s, w(7)] to broadcast to all replica nodes,
and responds to the client. The replica node ends this
consensus after the reply message from the primary node
is verified to be correct.
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Fig.1 PV-PBFT consensus protocol process

1.2 PV-PBFT view-change protocol

The node weight w, is added to the PV-PBFT view-
change protocol. This value will directly affect the elec-
tion of the primary node. For any node i, its weight val-
ue is calculated as follows:

Wi = Nlevel - anprimary ( l)

where N, is the weight level of the node, which can be
set by the user; o is the adjustment coefficient; and

n is the number of times the node has been elected as

tlie pyrimary node in history, whose value increases by 1
each time the node is elected.

A node with a higher weight level has a higher proba-
bility of being elected as the primary node. If each node
is initially elected as the primary node with the same

probability, the weight level of all nodes can be set to the
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same value. If a node is elected as the primary node too
many times, it can likely become the target of the
attacker’s priority attack. Therefore, the number of times
the node has been elected as the primary node in the his-
tory of the node is used as the influencing factor to reduce
the probability of the same node being elected as the pri-
mary node multiple times, thereby reducing the attacker’s
attention.

Similarly to the trigger condition of the PBFT view-
change protocol, the replica node does not receive a mes-
sage from the primary node for a long time. For exam-
ple, in the prepare phase, the replica node does not re-
ceive the prepare message from the primary node within
the timer time. In contrast, in the precommit phase, the
primary node does not.
threshold signature, the information that 2f + 1 replica
nodes have confirmed to receive the prepare message to
the replica nodes is broadcasted. The view-change proto-
col of the PV-PBFT is shown in Fig. 2. The detailed
process is as follows.

1) View-change phase: The replica node i stops receiv-
ing requests,
broadcasts it to all other nodes in the format [w,, x, C, S,
i], where w, is the weight value of node i in the current
view, x is the latest stable checkpoint message sequence
number of node i, C is the set of 2f + 1 valid checkpoint
messages saved by node i, and S is the set of messages
after the sequence number x.

2) View-change-Ack phase: After the replica node i re-
ceives 2f + 1 view-change messages, after the correctness
check, the size of w, in all the messages is compared, the
node with the largest weight value is compared and deter-
mined, and the hash value is calculated. Hash h = H(w_,
a) is computed, where a is the unique identifier of the

After calculating the overall

constructs a view-change message and

replica node with the largest weight value and w, is its
corresponding weight value. Then, the subkey is used to
sign to obtain £(h),, where £( - ), is the partial threshold
signature generated by the replica node. A view-change-
Ack message is constructed and sent to node a in the for-
mat [, &Ch),].

3) New-view phase: After the replica node a receives 2f
+ 1 view-change-ack messages, it calculates the obtained
overall threshold signature £( /), constructs a new-view
message, and broadcasts it to all replica nodes. Its format
is [v+1,a,£(h), O], where O is the set of prepare mes-
sages received by node a under view v. After receiving
the new-view message, the other replica nodes verify the
correctness of the public key k and approve the node a as
the new primary node, and the view replacement protocol
ends.

Based on the specific process of the PV-PBFT view-
change protocol above, the replica node needs to pro-
pose a candidate primary node according to the node
with the largest weight value in the received view-change
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Fig.2 PV-PBFT view-change protocol process

message. The candidate primary node is confirmed as the
primary node after receiving 2f + 1 proposal messages.
Compared with the PBFT view-change protocol, where
the primary node is directly determined by the current
view number, that is, (v +1)mod n, where n is the total
number of nodes, the election security of the primary
node in the PV-PBFT view-change protocol is significant-
ly improved.

2 Performance Analysis

In this section, the communication overheads of the
PV-PBFT and PBFT protocols were first analyzed and
compared. Then, the performance of three consensus pro-
tocols, namely, PV-PBFT, SHBFT, and PBFT, was
tested in terms of throughput and consensus latency. The
consensus protocols were written in Go language for ex-
perimental simulation.

2.1 Communication overhead analysis

Assuming that the total number of nodes in the system
is n, the number of Byzantine malicious nodes is f=(n —
1)/3. During the various phases of consensus execution,
as long as each node can receive n — f messages, the nor-
mal operation of the system can be guaranteed. For the
received n — f messages, there may be false messages
spread by f malicious nodes at most, so to ensure that
most messages are reliable, n —f — f > f must be satisfied,
n>3f, n=3f+1, and the maximum number of BFT
nodes is f=(n —1)/3. The BFT requirement for n=3f +
1 was first demonstrated by Pease et al. "' in 1980. The
detailed proof process can look over Ref. [14].

w, =21 —n—1+p(n* =1) =18f* +9f + p(9f* +6f)
(2)

where w, is the number of PBFT communications, and p
is the trigger view replacement protocol probability. In
the PBFT consensus protocol, the number of communica-
tions is (n-1) +2n(n -1) =2n" —n -1 =18f> +9f. If
the view replacement protocol is triggered, the additional
number of communications can be calculated as n(n —1)
+(n-1) =n -1 =9f" +6f.

w, =6(n-1) +p(n° +n-2) =18f+p(9f* +9) (3)

where w, is the number of PV-PBFT communications. In
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the PV-PBFT consensus protocol, the number of commu-
nications is 6(n — 1) = 18f. If the view replacement pro-
tocol occurs, the additional number of communications is
n(n-1) +2(n-1) =1 +n -2 =9 +9f.

The resulting ratio R of the number of PV-PBFT com-
munications to the number of PBFT communications can
be obtained as follows:

Wy, 18f+p(9F +9H 6 +p(3f+3)
Tw, 187 +9F+ p(9f +6f)  6f+3 +p(3f+2)
(4)

MATLAB is used to make a visual graph of the varia-
tion of R with f and p, as shown in Fig. 3, where f takes
values from 4 to 20 in steps of 2 and p takes values from
0 to 1 in steps of 0. 1.

Fig.3 Ratio graph of the PV-PBFT to the PBFT communica-
tion overheads

As shown in Fig. 3, the value of R is always less than
1 in the given range of f and p; i.e., the PV-PBFT com-
munication overhead is always less than the communica-
tion overhead of the PBFT. In addition, with the same
view replacement probability, the PV-PBFT communica-
tion overhead decreases more significantly as the number
of nodes in the system increases. When the number of
Byzantine malicious nodes is 20 and the view switching
probability is 0. 1, the value of R is only approximately
0. 1. That is, the PV-PBFT protocol makes the communi-
cation overhead significantly decrease, only approximate-
ly 10% of the PBFT protocol.

2.2 Throughput test

The consensus protocols’ throughput is the maximum
rate of agreement on the values done to verify the transac-
tions in a blockchain network'"'.
tem, the throughput can be expressed in terms of the
number of transactions processed in each second ( TPS),

In the blockchain sys-

i.e.,
TPS N[r('ll"l 5
="As &)
where N, is the number of transactions processed by the

system in the block generation time, and Af is the block-
out time.

To test the throughput of the PV-PBFT, this section
first conducted experiments on the variation of the PV-

PBFT with the SHBFT and PBFT throughput with the
number of nodes in the system. The total number of
nodes in the system was set to increase from 10 to 60 in
steps of 5, the number of Byzantine error nodes always
did not exceed one-third, and the number of transaction
requests initiated in each experiment was 2 000. After
performing ten experiments for each of the three algo-
rithms at different numbers of nodes, the average value
was taken as the throughput at different numbers of
nodes, and the results are shown in Fig. 4.
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Fig. 4 Comparison of the PV-PBFT, SHBFT, and PBFT

throughput changes with the number of nodes

On the whole, the throughput of the PV-PBFT is sig-
nificantly higher than that of the PBFT and SHBFT. With
the same number of nodes, the throughput of the PV-
PBFT is nearly double that of the PBFT. According to
the definition of the throughput, i. e., the number of
transactions processed in the block-out time of the sys-
tem, the number of recent transactions in the new blocks
generated by the three consensus protocols is the same.
However, there was no process of all replica nodes broad-
casting communication with one another in the PV-PBFT;
the consensus efficiency was substantially improved, the
block-out time was reduced, and the throughput was in-
creased. Although the SHBFT was optimized for the
PBFT consensus by the node hierarchy, all tertiary nodes
still need to make O(N*) broadcast communication. As
the number of nodes in the blockchain system increased,
the throughput of the three consensus protocols basically
remained within a stable range. As the number of nodes
increased, with Byzantine error nodes, for the PV-PBFT
and PBFT, the time to collect 2f + 1 messages in each
phase of the protocol became longer and may trigger the
view replacement protocol, resulting in a longer process-
ing time for transactions in the current block and a certain
decrease in the throughput occurs. The number of tertiary
nodes in the SHBFT is relatively stable, so the consensus
protocol time consumption is less affected by the total
number of nodes. The throughput of the SHBFT is basi-
cally not degraded.

2.3 Consensus latency test

Consensus latency is the total time from the time the
client launched the transaction request to the time the con-
sensus is completed, and the transaction information is
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stored in the new block. It is also an important parameter
to evaluate the performance of the consensus protocol.
The lower the consensus time delay, the more efficient
the system is in processing transactions and the better the
performance. The consensus time delay T, is defined as

follows:

elay

T

delay

= Tlx + Tcon + Tblock (6)

where T, is the time from when the client initiates a trans-
action to when the primary node takes out the transaction
message from the transaction pool, which is the propaga-
tion time for a transaction message to enter the execution
phase of the consensus protocol; T, represents the time
of the consensus protocol execution in the consensus pro-
tocol; and T, is the confirmation time of the new block
in all replica nodes.

To test the consensus latency of the three protocols, the
total number of nodes in the system was set to increase in-
crementally from 10 to 60 with steps of 5, and the Byzan-
tine error nodes did not exceed one-third of the total
nodes. The experiment was repeated ten times for each of
the three protocols with different numbers of nodes to
measure the total time between the initiation of a single
request and the receipt of a sufficient confirmation re-
sponse by the client. Then, the average value is taken as
the consensus latency with different numbers of nodes.
The results are shown in Fig. 5.
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Fig.5 Comparison of the PV-PBFT, SHBFT, and PBFT con-

sensus delays with the number of nodes
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Based on the experimental results in Fig. 5, on the
whole, the consensus latency of the PV-PBFT protocol is
lower than that of the SHBFT protocol with the same
number of nodes and significantly lower than that of the
PBFT protocol, which is only approximately one-third of
the consensus latency of the PBFT protocol. By using the
primary node as the communication intermediary in the
PV-PBFT protocol, the broadcast communication process
between all replica nodes is omitted, which not only
makes the completion efficiency of the protocol better
than SHBFT and PBFT but also reduces the consensus de-
lay. As the number of nodes increases, in the presence of
Byzantine error nodes, the time for nodes to receive 2f +
which
makes the consensus protocol completion time increase

1 messages during communication increases,

and consensus latency rise. However, the growth rate of

the consensus latency of the PV-PBFT protocol with the
increasing number of nodes is lower than that of the PBFT
protocol.

3 Conclusions

1) We propose an improved PBFT consensus protocol,
including the PV-PBFT consensus protocol and view-
change protocol, which reduces the communication com-
plexity to O(N) and extends the scope of use of the pro-
tocol.

2) The PV-PBFT uses the threshold signature tech-
nique, which improves the fault tolerance of the system
and prevents Byzantine nodes and primary nodes from
committing errors. Multi-phase voting, with multiple
consensus, further reduces the node consensus error rate.

3) We implemented a prototype of the PV-PBFT and
compared it with two consensus protocols, i.e., SHBFT
and PBFT. The theoretical performance analysis and sim-
ulation experimental results demonstrate that the PV-
PBFT protocol outperforms the PBFT protocol in terms of
the communication overhead and significantly outperforms
the SHBFT and PBFT protocols in terms of throughput
and consensus latency.

References

[1] Nakamoto S. Bitcoin: A peer-to-peer electronic cash sys-
tem [EB/OL]. (2008)[2021-10-06] http: //www. bitc-
oin. org/bitcoin. pdf.

[2] Wood G. Ethereum: A secure decentralised generalised
transaction ledger [ EB/OL]. (2013) [2021-10-06] ht-
tp: //yellowpaper. io/.

[3] Buterin V. A next-generation smart contract and decen-
tralized application platform [ EB/OL]. (2014-01)[2021-
10-06] https: //github. com/ethereum/ wiki/wiki/White-
Paper.

[4] Cachin C. Architecture of the hyperledger blockchain fab-
ric [ C]// IBM Research. Zurich, Switzerland, 2016:
310.

[5] Tschorsch F, Scheuermann B. Bitcoin and beyond: A
technical survey on decentralized digital currencies [J].
IEEE Communications Surveys & Tutorials, 2016, 18(3):
2084 —2123. DOI: 10.1109/COMST. 2016. 2535718

[6] Thai Q T, YimJ C, Yoo T W, et al. Hierarchical Byzan-
tine fault-tolerance protocol for permissioned blockchain
systems [J]. The Journal of Supercomputing, 2019, 75
(11): 7337 —7365. DOI: 10.1007/s11227-019-02939-x

[7] Xiao Y, Zhang N, Lou W, et al. A survey of distributed

consensus protocols for blockchain networks [J]. IEEE

Communications Surveys & Tutorials, 2020, 22(2): 1432

—1465. DOI: 10.1109/COMST. 2020. 2969706.

Belotti M, Bozic N, Pujolle G, et al. A vademecum on

blockchain technologies: When, which, and how [J].

IEEE Communications Surveys & Tutorials, 2019, 21(4):

3796 —3838. DOI: 10.1109/COMST. 2019. 2928178.

[9] Lao L, Dai X, Xiao B, et al. G-PBFT: A location-based
and scalable consensus protocol for lIoT-blockchain appli-
cations [ C]//International Parallel and Distributed Pro-

[8

[



218

Chen Liquan, Hu Jie, and Gu Pengpeng

[10]

[11]

[12]

cessing Symposium. New Orleans, LA, USA, 2020: 664
—673. DOI: 10. 1109/1PDPS47924. 2020. 00074.

Ali S, Wang G, White B, et al. Libra critique towards
global decentralized financial system [ C]//International
Conference on Smart City and Informatization. Singapore:
Springer, 2019: 661 — 672. DOI: 10. 1007/978-981-15-
1301-5_52.

Li Y, Qiao L, Lii Z. An optimized byzantine fault toler-
ance algorithm for consortium blockchain [J]. Peer-to-
Peer Networking and Applications, 2021, 14(5): 2826 —
2839. DOI: 10. 1007/512083-021-01103-8

Li W, Feng C, Zhang L, et al. A scalable multi-layer
PBFT consensus for blockchain [J]. IEEE Transactions

[13]

[14

[15

]

—_—

on Parallel and Distributed Systems, 2021, 32(5): 1146
—1160. DOI: 10. 1109/TPDS. 2020. 3042392.

Wang Y, Cai S, Lin C, et al. Study of blockchains’s con-
sensus mechanism based on credit [ J]. IEEE Access,
2019, 7: 10224 - 10231. DOI10. 1109/ACCESS. 2019.
2891065

Pease M, Shostak R, Lamport L. Reaching agreement in
the presence of faults [J]. Journal of the ACM, 1980, 27
(2):228 —234. DOI: 10. 1145/322186.322188

Bamakan S M H, Motavali A, Babaei A B. A survey of
blockchain consensus algorithms performance evaluation
criteria [J]. Expert Systems with Applications, 2020,
154: 113385. DOI: 10. 1016/j. eswa. 2020. 113385

ETHERREMITRE 2B PBFT #4%

F:Z.J:\i/i_\l’z

A

B AR !

(CHABRFRETEEA%E, dx 210096)
CR%EELEZA%ALERT, &% 211111)

TE . A T AR PBFT W88 42 B 2 B i@ B4k 2 52 A A8 b 2 545 1L (PV-PBFT) 4% B4 % % H K
A TR K@ A AL LY M AT AR, BEMREL T R—MBERIE, SHK S EHR
Z 5 F R A LB FINT EREHm T R AEKE —F 5 SR M 29 B MEER. 4t
HR kg 206 245 R £ W, A8 A% % PBFT,PV-PBFT 93843 7145 T 24 90% , 5et B 325 7 £ 1 42, £47
Bt F 2y 2/3, BAKT SHBFT ¢4 2E. 5 4% % PBFT #6984 £ 2 & O(N*) #a3t, PV-PBFT #3343
EH I EALH O(N) , $L K bk R A0 BATRCER R 5.
KA R sk ; AR b RS TTRE & R Z
HREHES TP311



