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Abstract: To promote/inhibit ice formation in the natural
environment and industrial systems, the growth and evolution
process of ice single-crystal nuclei were simulated using the
phase field-lattice Boltzmann method ( PF-LBM), and the
influence of a background flow field on the growth of single-
crystal nucleus dendrites was also analyzed. The results show
that the flow field makes dendrite growth asymmetric. The
growth of dendrites is more developed on the upstream side
than on the downstream side. The dendrite tip growth rate and
tip radius are greater on the upstream side than on the
The solid phase ratio is greater with a
background flow field than without one. The higher the flow
velocity is, the more developed the dendrites on the upstream
side, the faster the dendrites grow, and the higher the dendrite
tip growth rate. The dendrites on the backflow side have a

downstream side.

lower flow rate and a lower degree of supercooling than those
on the upstream side, which inhibits the solidification process,
the growth rate is slow, and the dendrites are underdeveloped.
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olidification and phase change are well-known
S processes in industrial production and scientific re-
search. In the process of frost suppression'"
food preservation, and other icing processes, and in rock-
et cryogenic propellant storage, aircraft energy and safe-
ty'”
reduce potential industrial deterioration and natural disas-
ters, the promotion/inhibition of ice requires an in-depth

, cryogenic

, and the energy industry™, icing is ubiquitous. To

understanding of the evolution process of water-ice con-
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densation. Studies on the solidification process at room
temperature or higher are numerous. However, only a
few studies investigate the occurrence of cryogenic crystal
condensation, particularly under a flow field. Solidifica-
tion begins with crystal nuclei formation and then pro-
ceeds continuously to form solidified crystals when a
background flow field exists.

Many experiments on solidification have been per-
7 Huige"

studied the nucleation and growth of ice crystals in water.

formed to explore dendrites’ growth process

Yokoyama et al. " investigated the effect of gravity on
the tip velocity and radius of ice crystals. Ninagawa et
al. " used high-speed cameras to capture the growth
process of ice crystals. Yasuda et al. '™ proposed an im-
proved X-ray electron microscopy technique. However,
theoretical and numerical models for directly investigating
cryogenic liquids’ solidification process remain lacking.
Extending the experimental results to cryogenic liquids is
expensive and challenging.

With the development of computer technology, numer-
ical simulation has become an efficient alternative method
for solving the solidification problem. The commonly
used methods to study the solidification process through
simulation include Monte Carlo, cellular automata (CA),
and phase field (PF) methods. Guo et al. "’ proposed an
improved CA-LBM ( CA-lattice Boltzmann method),
overcoming the grid anisotropy and discrete anisotropy
existing in the CA-LBM by improving the differential
method. However, the growth of secondary dendrites in
the simulation is not apparent, and the simulation is more
based on mathematical algorithms, ignoring the actual
physical process.
tools, the PF method has a clear physical meaning and

With the development of modeling

high calculation precision and can accurately track the sol-
id-liquid interface used in many metal condensation
processes. In addition, better secondary crystal branches
are difficult to simulate in the current CA-LBM for the
numerical simulation of water crystallization. Although
CA has a higher calculation efficiency than the PF meth-
od, the simulation of dendrite details by a PF is more ac-
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curate and closer to the Lipton-Glicksman-Kurz ( LGK)
theoretical solution. The PF-LBM calculates the solid-lig-
uid interface more accurately than other models. Koba-
yashi'"” uses a PF model to simulate the dendritic growth
of pure metals in undercooled melts under two-dimension-
al conditions. Wheeler et al. """ use a model proposed by
Penrose et al. !'"” to calculate the solidification process of
Ni. The calculated results agree well with Ivanovo’s theo-
ry. Wheeler et al. "' further developed the binary alloy
PF model. Kim et al. """ proposed a PF model suitable
for dilute solution. Qin et al. "' developed a multi-ele-
ment alloy solidification model to predict the solidifica-
tion process of a four-element alloy, which agrees well
with the experimental results. Luo et al. '’ used the PF-
LBM to predict the growth and movement of dendrites in
a Fe-C alloy solution. Some studies investigate dendrites’
growth with a background flow field by fixing the posi-
tions of dendrites in the computational domain and igno-
ring the movement of dendrites in the flow field. Previous
literature shows that the supercooling and velocity of the
background flow field can have important effects on solid-
ification. Therefore, the PF-LBM proposed in the study
simulates the ice crystal solidification by the PF model,
and the LBM simulates the flow field motion, thus reali-
zing a coupled simulation. The LBM is widely used to

simulate mesoscale thermal
[17-20]

fluid or chemical reac-
. However, the theoretical study of ice dendrite
based on ice dendrite growth analysis fails to capture the
growth interaction between the dendrite arms, which can-
not be ignored in the process of dendrite icing. In addi-
tion, studies are lacking on dendrite growth and the

movement of water in cryogenic environments. The study

tions

of ice condensation processes and the shape of ice in cryo-
genic environments can be a great guide for industries to
inhibit or promote ice production.

The goal of this paper is to predict the dendrite growth
and condensation process of water and water vapor in a
cryogenic environment. The CA-LBM is used to over-
come the grid anisotropy in cartesian coordinates to simu-
late the microscopic dendritic growth process of water un-
der a certain degree of supercooling. However, the six-
fold dendrite structure is too imprecise, and the secondary
dendrite is too subtle. The PF-LBM can accurately track
the solid-liquid interface, enabling more accurate second-
ary graft shapes and growth rates to be obtained. The
coupling of the PF-LBM was developed and used in this
paper to predict the process. In this paper, not only the
dendrite structure and tip velocity of ice crystals under the
flow field are simulated, but also the secondary dendrite
morphology is more obvious.

1 Method
1.1 PF

According to the Ginzburg-Landau free energy theory,

the expression for the free energy F of a closed system is

F=L[f(¢,7) +%32IV¢>|2]¢(2 (1)

where f( ¢, T) is the free energy density function; ¢ is the
PF parameter; T is the temperature; and g is the aniso-
tropic kinetic coefficient.

According to the second law of thermodynamics, the
free energy of an isolated system continuously decreases
to the equilibrium state, that is, dF < 0. From the
Ginzburg-Landau equation, the time evolution equation
satisfying the condition of dF<<0 is

dp _ _OF

at g (2)

3

where £ is a parameter related to interface dynamics. The
PF control equation based on the free energy density func-
tion model is

ga—¢=gzv2¢ +20(1 =) (20 =1 -4X(1 =)(T-T,) )

ot
(3)
The temperature field control equation is
aT 2 Loh(p)
—=D T+——— 4
ot VT C,ot 4

The anisotropic kinetic coefficient & can be expressed
as a function of the angle § between the preferred growth
angle and the interface normal direction:

0) =&,a,(0) =¢,(1 20
e(0) =g,0,(0) =g,(1 +ycos )} (5)

7(0) =7,a-(0) =7,(1 +ycosm9)2

where g, is the constant interface thickness; « (6) is the ani-
sotropy factor; vy is the anisotropy index, which is 0.02; A

is the anisotropy modulus, which is 6 in this article™ ;

_d¢/dy
dp/ 0x

tan@ (6)

1.2 LBM

The shape of the solid-liquid interface is complex and
difficult to track. The lattice Boltzmann equation is a spe-
cial discretization format. The discretization includes ve-
locity discretization, time discretization, and space dis-

cretization obtained from
f.(r+edt t+6t) —f(r 1) =
T £ D) ] 7)
where e_ is the dispersion of velocity; &f is the time step;
t is the dimensionless relaxation time; 7 is the relaxation
factor, 7 = % +0.5, and » is the kinematic viscosity.

The lattice Boltzmann model comprises three parts: the
discrete velocity model of the lattice, the distribution func-
tion of equilibrium, and the evolution equation of the dis-
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tribution function. These three parts will be introduced
separately below. For the discrete velocity model, the dis-
crete velocity configuration of the D2Q9 model is as fol-
lows:

e, =
(0:0) a:O
{/CECOS [(a = 1)w/2], sin[ (a — 1) /2]) a=1,234
2c(cos[ (2a —1)w/4], sin[ 2a —1)w/4]) a=56738

(8)
where ¢ represents the grid speed, that is, the ratio of the
grid step to the time step. In general, ¢ =1. The velocity
model indicates that the particles in the nine grids can
move in different directions to the neighboring grid points
according to the speed c, except for staying at the original
grid point.

In the D2Q9 model proposed by McNamara et al. *',
the equilibrium distribution function expression is as fol-
lows:

. . 2 2
Frepo, 14t )
c, 2c, 2c;
where p is macroscopic fluid density; u is the macroscop-
ic fluid velocity; c, is the lattice sound velocity ; and w, is
the weight coefficient.
The macroscopic fluid density and macroscopic fluid

velocity of the model are defined as follows
p =21
u = Lz f e
p o Jale

The weight coefficients of the D2Q9 model used in this
article are

(10)

(11)

4/9 a=0
wa={1/9 a=1,23,4 (12)
1736 «=5,6,7,8

In this paper, the temperature boundary of the calcula-
tion domain is an adiabatic boundary condition ( zero
Neumann boundary condition ) ; that is, the heat flux
density on the boundary is zero, ou/dt =0. The velocity
entrance and exit adopt the nonequilibrium rebound for-
mat of the dynamic format>'. The solid-liquid interface
is assumed as a non-slip fluid boundary, and fluid parti-
cles cannot penetrate the solid-liquid interface via diffu-
sion. Thus, the boundary conditions of the bounce-back
format are adopted for the wall surface (including the sol-
id-liquid interface ). The core idea of the bounce-back
format is to rebound the particles on the boundary. When
the particles on the fluid node reach the boundary, they
return along the original path.

The temperature field is given as follows:

g (x+ebt,t+6t) —g (x,1) =
TL(g“’(x,t) -g.(x,1)) +8tw,d,

T

(13)

where 7, is the relaxation time calculated by

7. =3a+0.5 (14)

where « is the thermal diffusivity. @ is the source term.
Thus ,

D =fx —fsoxCL (15)

p
where L is the latent heat of solidification; and f.” (x) is
the solid fraction at node x from the previous time step.
The equilibrium temperature distribution function is ob-
tained by
L u (eu-u)2 u’

e
gi(x,t) =0, T+—"5—+ -
c, 2¢ 2c;

(16)

s

The temperature of a certain component is calculated by

T=Zg,. (17)

1.3 Coupling of PF and LBM

The temperature and velocity distribution of the solidi-
fication field are obtained through an LBM calculation,
and then the PF method is used to calculate the dendrite
growth velocity according to the temperature distribution
of the solid-liquid interface. As the solidification progres-
ses, the latent heat released at the front of the dendrite
will be added as a source term to the evolution equation
of the LBM. In this manner, PF-LBM achieves mutual
coupling and realizes dendrite growth under the action of
a simulated flow field. The specific calculation process is
shown in Fig. 1.

Initialization

Update temperature
contribution

End growth?

‘ Update solid fraction |

!

Boundary conditions I

Fig.1 Overall flowchart for PF-LBM analysis

This study simulated the solidification process of water
in refrigerant R410a. The physical parameters of ice are
shown in Tab. 1. The simulation area is divided into 300
% 300 uniform grids with a grid size of Ax=0.1 mm, a
time step of Ar =20 s, a crystal nucleus is set at the
center of the grid at the initial time, and the radius of the
crystal nucleus is four grids. The supercooled fluid in the
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calculation area enters from the left boundary and flows
out from the right boundary at a speed of u. The crystal
nucleus is located at the center of the simulation area, as
shown in Fig. 2.

Tab.1 Properties of the numerical model

Property Value
Density p/ (kg -m~?) 1 000
Thermal diffusivity o/ (mm?* -s~') 0.222
Latent heat of solidification L/(kJ -kg~') 335
Specific heat capacity at constant pressure
c,/(kI +kg™" K" 21
Prandtl number Pr 13.474
Average kinetic coefficient p,,/10 ~3 8
Anisotropic kinetic coefficient ¢, 0.35

—_— —_—
—_— —_—
—_— [ ] —_—
— —_—

Fig.2 Flow diagram of a single grid with a crystal nucleus set
at the center

2 Results

2.1 Validation of the proposed model

To explore the reliability of dendrite growth under a
flow field, the simulation results were compared with the
24 studied the effect
of the flow field on the solidification process of trimethyl-

experimental results. Bouissou et al.

acetic acid using experimental methods. Because of the
high freezing point of trimethylacetic acid, this experi-
ment can be performed at room temperature. As shown in
Fig. 3(a), the flow rate affects the shape of the solidifi-
cation. In this case, the external hydrodynamic velocity
is 19 times the crystal growth velocity. One observes that
side branching develops asymmetrically along the sides it
is enhanced on the side more directly subjected to the in-
fluence of the external flow and inhibited on the other
side. The external flows tend to favor side branching de-
velopment. In the case of no flow, the steady rate of
growth of crystal branches is 35 wm’/s. Notably, for an
external flow field U = 15 pm/s, the crystal branches
grow at a steady rate of 55 um’/ s, Dendrites grow on
the flow surface as a result of the incoming flow and out-
going flow. The secondary dendrite growth is more de-
veloped on the front flow surface and small on the back-
flow surface. Fig. 3(b) shows the dendrite growth cal-
culated by the PF-LBM described in this article, and the
direction of the incoming flow velocity is consistent with
Bouissou’s experiment. The results of simulation calcula-
tions in Fig. 3(b) show that the growth of dendrites in
the upstream direction is developed, the secondary den-

drites are large, and the secondary dendrites grow slowly
and not very clearly on the backflow surface. Comparing
Fig. 3(a) and Fig. 3(b) indicates that the simulation re-
sults in this paper are approximately the same as the ex-
perimental results, verifying the coupled PF and flow
field models.

(b)
Fig.3 Growth shape of dendrites. (a) Experiment; (b) Simula-

tion

LGK theory assumes that the dendrite tip is an ideal
smooth parabola. The total subcooling during crystalliza-
tion is expressed as a function of the dendrite growth rate

and tip radius combined with the Ivantsov function'”’;

_ ! or
1—(1—ko)IV(PC))+R
(18)

where k, is the solute distribution coefficient; [ is the

AT=IV(P1)AC—H+m,c0(1

p

Thomson-Gibbs coefficient; P, and P_ are the temperature
Peclet number P, =vR/(2a) and the concentration Peclet
number P, =vR/(2D) , respectively. The Ivantsov func-
tion combined with the Peclet number can accurately re-

present the temperature and concentration transfer
process ;
Iv(P) =Pexp(P)E(P) (19)
= o
E(P) = [ a (20)
p X

The values of v and R determined only with Eq. (20)
are insufficient; therefore, the stability criterion factor
o " is introduced into the theory :

F 172
R = [ i] (21 )
o' (mG,-G)
where a and G represent the average concentration gradi-
ent and average temperature gradient of the interface, re-
spectively.
To verify the accuracy of the PF-LBM, the steady
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growth of dendrite is compared with the theoretical result
of the LGK method' ™', as shown in Fig. 4. Initially,
because of the lower interface concentration, the dendrite
growth rate is faster. In addition to inhibiting dendrite
growth, the rejected solute and the latent heat tend to sta-
bilize the growth as the solidification progresses. Fig. 4
shows that the equilibrium dendrite growth is near the the-
oretical value obtained from the LGK method.

0.55r
0.50F
:';\ 0451
% 0.40 \.\ . LGK model
25 035 o STl
030
0.25

L |
\ This work
| |

T000 1500 2000

Time step

0 500

Fig. 4 Comparison and verification of simulation results and
the LGK model

2.2 Morphology evolution of the solidification process
in the presence and absence of a flow field

The growth morphologies of dendrites were compared
with and without a flow field. Fig. 5 compares dendritic
growth at 10 ms with and without the flow field. Figs. 5
(a) and (b) show the morphology of dendritic growth in
the absence of the flow field and when the flow velocity
is 0.2 m/s, respectively. According to Fig. 5, the pres-
ence of the flow field changes the original growth mor-
phology of dendrites, and the dendrites are more devel-
oped on the inflow side than on the outflow side. The
simulation results of this study are approximately consist-
ent with the experimental results, and the model of the
coupled PF and flow field has been verified . Because
the subcooled fluid scours the dendrites on the upstream
side, a large amount of heat is transferred to the down-
stream side, reducing the thickness of the interfacial layer
on the upstream side, thus causing the actual subcooling
on the upstream side to increase and the dendrites to grow
rapidly. However, a large amount of heat accumulates on
the backflow side, and the low flow rate on the backflow
side prevents heat from being discharged in time, resul-
ting in an undersized temperature gradient, thus inhibiting
dendritic growth. Fig. 6(a) shows the cloud chart of the
velocity field distribution under the condition of Fig. 5
(b). Fig. 6(a) shows that the velocity on the backflow
side is approximately 0. 06 to 0. 1 m/s, which is lower
than the inlet velocity. Fig. 6 (b) is the temperature
field distribution diagram under the condition of Fig. 5
(b). It can be seen that the temperature gradient is larger
on the upstream side and smaller on the downstream side,
thus promoting the solidification process growth on the
upstream side and inhibiting it on the downstream side.

Fig. 5(c) shows the main characteristics of the nuclea-
tion and growth process of ice crystals in the cryopro-
tectant observed by Tao et al. ** under a cryomicro-
scope. The experimental results show that with the con-
tinuous growth of ice crystals, the crystal nucleus gradu-
ally becomes larger and presents a hexagon. At each tip
of the hexagon, a crystal axis grows out, forming a back-
bone of the crystal axis, which is on the crystal axis. A
secondary dendrite crystal axis grows out. The final shape
and structure of the ice crystals evolved into snowflake-
shaped equiaxed dendrites. The experimental results agree
well with the morphological evolution characteristics of
the ice crystals simulated in Figs. 5 (a) and (b).

(¢) (d)

Fig.5 Comparison of dendrite growth morphology at the same
solidification time # = 15 ms. (a) Static flow field; (b) Dynamic
flow field; (c¢) Ice crystal growth under a cryomicroscope; (d) Den-

dritic ice crystal under a cryomicroscope! 2]

u/(m « s7): 7/C:
I— 050 0
0.26 -0.10
T 020
0.14 -0.30
0.10 =
0.06 0.40
| I =050

(a) (b)

Fig.6 Cloud chart. (a) Velocity; (b) Temperature field distribu-
tion chart

Fig. 7 is the shape change diagram of the dendrite
growth process. At the beginning of dendrite growth, the
upstream side is more developed than the downstream
side. Secondary dendrites begin to appear on the main
crystal axis with time elapsing. Figs. 7 (c) and (d) re-
veal that the secondary dendrites are much more devel-
oped on the upstream side than on the downstream side,
and almost no secondary dendrites are present on the main
crystal axis on the downstream side. This result is due to
the low flow velocity on the backflow side, which pre-
vents the heat from being discharged in time, resulting in
an undersized temperature gradient, thus inhibiting den-
dritic growth. The results show that the secondary den-
drites will be finer and denser with increasing supercoo-
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ling degrees. As a result of the continuous impact of cold
fluid on the upstream side, the supercooling degree is
higher on the downstream side, so the growth shapes of
secondary dendrites on both sides show obvious differ-
ences, which are caused by different supercooling de-
grees.

@:
=
=
]
]

(a) (b)

RN S

(¢) (d)

Fig.7 Dendritic crystal changes with time under dynamic flow
field conditions. (a) t=5ms; (b) t=10 ms; (c) t=15ms; (d) ¢t
=20 ms

Fig. 8 is a graph of the dendritic tip growth rate V
and the tip radius of curvature R, versus time on the up-
stream and downstream sides during dendritic growth. As
shown, the dendrite tip growth rate is greater on the up-
stream side than on the downstream side, the average
growth rate is 0. 45 and 0. 23 m/s on the upstream and
downstream sides, respectively, and the growth rate on
the upstream side is about twice that on the downstream

0.60 —=— Upstream
~ 0.501 —o— Downstream
£ 040f
>
~ 030F
020 I 1 1 1 ]
0 500 1000 1500 2000
Time step
(a)
80
—a— Upstream
70k —o— Downstream
£
£ 6ot
&
50F
&0 0 500 1000 1500 2000
Time step

(b)

Fig.8 Growth rate V,

4, and tadius of curvature R, of dendrite
tips on the upstream and downstream sides versus time during
dendrite growth. (a) Velocity of dendritic tip growth; (b) Tip cur-

vature radius

side. As also shown, the tip radius is larger on the up-
stream side than on the downstream side, and the average
tip radius is 6. 5 mm on the upstream side and 5.5 mm on
the downstream side. According to the research of Guo et
al. *', alarger tip velocity was found in the first few time
steps of the initial stage (7#<0.3 s). Because of the bal-
ance between the heat generated by the phase change and
the heat diffused in the ice and water, the tip velocity is
almost constant, with very small fluctuations (0.3 s <7<
1.0 s). In the initial stage, the growth rate of the tip of
the crystal branch is high, and the decay rate is high.
Since the temperature difference at this time is large, and
the surrounding temperature field changes as the crystal
branches grow, the growth rate of the tips of the crystal
branches becomes stable.

The solid phase ratio ¢ is defined as the solidified cal-
culation area compared to the total calculation area. Fig.
9 is a graph showing the change in the solid phase ratio
with time during dendritic growth in the presence of a
flow field. As seen from Fig. 9, consistent with the cal-
culation results in the previous paragraphs, the solid
phase ratio also increases with the calculation time step.
At the same time, the change curves of the solid phase ra-
tio under the same conditions without the flow field are
compared. The results show a larger solid phase ratio un-
der the flow field than under the no flow field. Greater
changes in dendrite morphology occur under the flow
field. On the inflow side, the dendrite becomes larger,
and on the backflow side, because of the presence of an
eddy current, dendrite growth is also promoted.

04r
—s— Dynamic flow field
L —o— Static flow field

Solid phase ratio
o o
[\S) w

o
—_
T

0 500 1000 1500 2000 2500
Time step

Fig.9 Changes in the solid phase ratio with time under static
and dynamic flow fields

2.3 Effect of solidification growth morphology and

solid phase ratio at different flow rates

Under the same conditions, different velocities have
different effects on the appearance of dendrites. Figs. 10
(a), (b), (c), and (d) are PF distribution diagrams
when the flow velocities are u =0. 10, 0. 15, 0.20, and
0.25 m/s, respectively, and + =1 000 or 20 ms. As
shown in Fig. 10, the greater the inflow speed is, the
more obvious the asymmetry of dendrite morphology,
which changes the original symmetrical growth morpholo-
gy. The higher the velocity, the faster the dendrite



Impact of a background velocity field on solidification growth of single-crystal nuclei using the PF-LBM 379

growth on the upstream side, and the more developed the
secondary dendrite.
main crystal axis on the backflow side decreases with in-

However, the growth rate of the

creasing flow rate, and the secondary dendrites are also
less developed. When the flow velocity is u =0.25 m/s,
the growth of the main crystal axis on the upstream side is
the most developed, and the secondary dendrites are also
the most developed. The difference between the upstream
and back sides is the largest, and the growing inclination
is the most obvious. When u =0. 10 m/s, the dendritic
growth on the upstream side is slower than that on the
downstream side at other flow rates, and the dendritic
growth on the downstream side is more developed than
that at other flow rates. Therefore, under the same solidi-
fication time and within a certain flow rate range, the
higher the flow rate is, the more developed the dendritic
growth on the upstream side, while the dendritic growth
on the downstream side is weakened with increasing flow
rate. The ice crystal tip velocity is promoted by the natu-
ral convection of the dendrite arms opposite to the direc-
tion of gravity, while the dendrite arms in the direction of
gravity are suppressed'’’ , which is consistent with the ex-
perimental results of Koo et al'”’'. The greater the veloci-
ty of the external flow field is, the more obvious the en-
hancement effect on the front flow and the suppression
effect on the backflow. This simulation uses the PF-LBM
to simulate the secondary crystal dendrite result of ice
crystal condensation, which is better than the CA-LBM of
Guo et al"”’
conditions, it also meets the experimental results of Koo
et al'’”’'. Additionally, Fig. 10 shows that the weakening
of the tip growth on the dorsal side is greater than the en-
hancement on the forward side, which is consistent with

and from the results of forced convection

>

the findings of Sakane et al ™*'. Moreover, the simulation
found that the secondary crystal branches on the backflow
side virtually disappeared.

u=0.10 m/s

(a) (b)

u=0.20m/s

(¢) (d)

Fig.10 Dendrite appearance at different flow rates when ¢ =
1 000 ms. (a) u=0.10m/s; (b) u=0.15m/s; (c) u=0.20 m/s;
(d) u=0.25 m/s

Fig. 11 shows a graph of dendritic tip growth rate V,
and tip radius of curvature R
flow rates on the upstream and downstream sides. At the
same flow rate, the dendrite tip growth rate and tip radius
are greater on the upstream side than on the downstream
side. For different flow rates, with increasing flow rates,
the dendritic tip growth rate increases on the upstream
side and decreases on the downstream side. Fig. 11(a)
reveals that when u =0.25 m/s, the growth rate of the
dendrite tip is the largest on the upstream side and the
smallest on the downstream side, and the difference be-
tween the two rates is the largest. At u =0.10 m/s, the
dendrite tip growth rate is the smallest on the upstream
side and the largest on the downstream side, and the

tip
versus time at different

difference between the two sides is the smallest. Accord-
ing to the results, the higher the flow rate is, the higher
the dendritic tip growth rate on the upstream side and the
lower the dendritic tip growth rate on the downstream
side. The higher the flow rate is, the greater the tempera-
ture gradient on the upstream side, and the heat on the
upstream side can be quickly released so that the thermal
energy is more concentrated on the downstream side and
dendritic growth on the downstream side is inhibited. Ad-
ditionally, regarding the tip radius of curvature, Fig. 11
(b) shows that the greater the flow rate is, the larger and
smaller the tip radius of curvature on the upstream and
downstream sides, respectively. The higher the flow rate is,
the higher and lower the growth rate of the dendrite tip on

u/(m - s71):

—— ().25(upstream);  —— 0.15(upstream)

0.7 -—= 0.25(downstream); —— 0.15(downstream)
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(a)
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Fig.11 Comparison of dendritic tip growth rate V,

dius R, on the upstream side and the downstream side at differ-

and tip ra-

ent speeds. (a) Velocity of dendritic tip growth; (b) Tip curvature
radius
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the upstream and downstream sides, respectively, thus
causing a larger tip radius of curvature on the upstream
side and a smaller tip radius on the downstream side. The
higher the flow rate is, the greater the temperature gradi-
ent on the upstream side, which can quickly remove the
heat on the upstream side, promote the growth of the tip,
and increase the radius of curvature. At the same time,
the thermal energy is more concentrated on the backflow
side, the dendritic growth on the backflow side is inhibi-
ted, and the curvature radius of the tip on the backflow
side is reduced.

Under a flow field within a certain range, the larger the
flow rate is, the larger the solid phase ratio. Fig. 12 is a
graph showing the change in solid phase ratio with time at
different flow rates. It shows that dendritic growth is pro-
moted by the flow on the upstream side and inhibited on
the downstream side. Generally speaking, the higher the
flow rate is, the higher the solid phase ratio at the same
time. As shown, the presence of a flow field promotes
solidification. Although the flow field inhibits the down-
stream dendrite growth, the promotion effect on the up-
stream dendrite is stronger. At the early stage of solidifi-
cation, the flow velocity has a limited effect on the solid
phase fraction because the promotion and inhibition
effects of the flow field on the upstream and downstream
dendrite, respectively, have not yet appeared; thus, the
asymmetry of dendrite growth is not large. However, the
asymmetry of dendritic growth becomes prominent, and
the effect of flow velocity becomes increasingly more ob-
vious as the solidification progresses.

040 ul(m + s7):
—— (.25

0301 —=—0.20
—A— (.15
—v—0.10

Solid phase ratio
(=]
[\®)
S
T

0 500 1000 1500 2000 2500

Time step
Fig.12 Relationship between the solid phase ratio and time
under different flow rates

2.4 Effect of undercooling on the solidification process
of crystal nuclei

The degree of undercooling has an important influence
on the solidification growth process. To study the influ-
ence of the degree of subcooling on the crystal growth
process, different degrees of subcooling were selected for
simulation calculations in this section, and the degrees of
subcooling were 0. 40, 0.45, 0.50, and 0. 55, respec-
tively. The simulation results are shown in Fig. 13. In
the same simulation time, when the degree of subcooling
is small, the resulting crystal morphology is small, the

crystal backbone is thicker, and secondary dendrites are
inconspicuous on the main branches. With increasing un-
dercooling, the crystal morphology becomes larger, and
the crystal backbone becomes thinner and longer with ob-
vious secondary branches. As the degree of supercooling
continues to increase, the crystal morphology becomes
larger, the main stem is slenderer, and the secondary
branches are developed. This result shows that the degree
of undercooling obviously affects the growth rate and final
morphology of the solidification process. A large degree
of undercooling can promote the solidification process and
the growth of secondary branches, and the growth of sec-
ondary dendrite arms makes the dendrite trunk thinner,
which is consistent with the continuous growth mecha-
nism of crystals in solidification theory. Figs. 13(e) and
(f) show the experimentally observed ice crystal shapes
under different subcooling conditions **'. Under large un-
dercooling, the six main crystal axes are thinner, and the
secondary dendrite arms on the main crystal axis are thin-
ner. In addition, under large undercooling, the secondary
dendrite arms are finer and more numerous, which is con-
sistent with the calculated results of the theoretical model.

Fig. 13  Dendrite appearance under different undercoolings
when =1 000 ms. (a) Degree of subcooling 0.40; (b) Degree of
subcooling 0.45; (c¢) Degree of subcooling 0.50; (d) Degree of sub-
cooling 0.55; (e) Small undercooling; (f) Large overcooling

3 Conclusions

1) The solidification growth process in the presence of
a flow field is simulated. The results show that the exist-
ence of a flow field makes dendrites grow asymmetrical-
ly. The dendrite growth is more developed on the up-
stream side than on the downstream side. There are obvi-
ous secondary dendrites on the upstream side. The den-
drite tip growth rate is greater on the upstream side than
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on the downstream side, and the tip radius is greater on
the upstream side than on the downstream side.

2 ) Because of the flow field’s presence, dendritic
growth is promoted on the upstream side and inhibited on
the downstream side. The presence of the flow field in-
creases the solid phase ratio. The solid phase ratio increa-
ses because the supercooled fluid continuously removes
heat.

3) The effects of different flow rates on dendrite
growth during solidification are compared. The simula-
tion results show that the higher the flow rate is, the more
developed the dendrite on the upstream side, the faster
the dendrite growth, and the higher the dendrite tip
growth rate; thus, the higher the solid phase ratio at the
same time. However, on the backflow side, the solidifi-
cation process of dendrites is inhibited, the growth rate is
low, and the dendrites are less developed than those on
the front flow side because of the small flow velocity and
the lower supercooling degree.
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