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Abstract: An inverse Deng’s grey relational analysis model is
established to identify and quantify the inverse relationships in
the system from a holistic perspective. The axiom system
containing inverse relationships is constructed based on the
four axioms of grey relational analysis. The inverse Deng’s
grey relational analysis model is established by introducing the
incidence direction vector, and the incidence direction of
identified using an agenetic algorithm. The
rationality and effectiveness of the proposed model are verified
by identifying the key relevant factors of the innovation chain
quality in Jiangsu. The case analysis shows that the inverse
grey relational

factors is

analysis model identifies the knowledge
innovation link of the process characteristic as the inverse
relational factor of Jiangsu innovation chain quality, with a
relational degree of - 0. 815. Compared with the other four
typical grey relational analysis models, its incidence direction
and strength judgment are more reasonable. The proposed
model can effectively identify and quantify
relationships while ensuring analysis integrity, which broadens
the application scope of Deng’s grey relational analysis model.
Key words: inverse Deng’s grey relational analysis; grey
relational axiom; grey relational degree; genetic algorithm
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inverse

rey relational analysis (GRA) is a method used to
unantify and sequence the factors affecting the be-
havior of a system. GRA is useful for systems lacking da-
ta or information. Typically, there is a universal promo-
tional or restrictive relationship between the factors influ-
encing a system and its behavior. The interactions be-
tween these promotional and restrictive factors provide the
necessary impetus for the evolution and development of
system self-organization. However, existing research on
GRA theories and applications has mainly focused on sys-
tem factor promotion and ignored restrictive or inhibitory
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factors. This limitation has hindered a more comprehen-
sive understanding of system development and evolution.
To address this gap, the inverse GRA is gaining attention
as a new research direction in the field of GRA theory'".
This approach intends to clarify the development and opti-
mization mechanisms of the system. By considering the
role of restrictive or inhibitory factors, the inverse GRA
provides a more holistic perspective on system behaviors.
As aresult, the analysis can enrich the scope and depth of
research on system development and evolution.

Deng'”, the founder of the grey system theory, pro-
posed that the essence of GRA is comparison, which in-
volves a reference system and a measure. The metric
space and point set topological space are combined to cre-
ate an overall comparison with a reference frame and
measure. Deng’s GRA model investigates the major and
minor factors of system formation and change by compa-
ring the closeness of various data sequence curves. Nu-
merous improved models based on Deng’s GRA model
have been proposed. For instance, Liu et al." intro-
duced an absolute GRA model to measure the area be-
tween data sequence curves. By examining the similarity
of geometric shapes and spatial distance between data se-
quence curves, Liu et al.'” presented the similarity and
closeness degrees of the grey relational model, respective-
ly. However, Deng’s GRA model calculates the grey re-
lational degree based on relational coefficients of specific
points, which, some argue, leads to information loss. To
address this point, the concept of grey entropy was intro-
duced, and the grey relational entropy model was pro-
posed”™ . Quan et al. ' employed the maximum entropy
method to calculate the weight of relevant factors and pro-
posed a weighted GRA model. Some scholars have also
constructed a multivariate grey relational model by con-
trolling the weight of relevant factors and adjusting the se-
quence of relevant factors to render the shape similar to
the system’s behavioral sequence'”’. Furthermore, some
researchers have extended the application of the GRA
model to matrix sequences data’*”, panel data""""!, cate-
gorical variables'”', and multiperiod variables'"'.

To summarize, recent improvements to Deng’s GRA
model exhibit certain characteristics. First, most scholars
have focused on improving the metric space measurement
method based on various interpretations of a “relation”.
Second, some new models have abandoned the point set
topological space as a reference system for comparison,
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leading to the violation of axioms such as integrity and
even-pair symmetry. While most models still adhere to
the normative axiom, they assume that relevant factors
and system behavior exhibit a direct incidence relation-
ship. However, some relevant factors may exhibit an op-
posing trend to the system behavior, which these models
are unable to recognize.

Recent research has proposed a new stream of analysis
called inverse relational analysis to address the issues in
existing models, as mentioned in the previous para-
graph!"'. However, earlier models, such as the grey peri-
odic relational model™* and the grey dynamic trend rela-
tional model'””’, have also addressed the issues by break-
ing the normative axiom to incorporate inverse incidence
relationships. These models calculate the grey relational
degree based on the relational coefficients of points. The
direction of incidence is determined by the increment in
relevant factors and the system behavioral sequence at
each data point. When the increment in the relevant factor
has the same sign as that of the system behavioral se-
quence, it is considered a direct incidence relationship
and an inverse incidence relationship is established other-
wise.

However, these models have two main shortcomings.
First, they focus only on the partial incidence direction of
each data point, which ignores the holistic idea of GRA
and is susceptible to random disturbances, leading to in-
accurate judgments on the direction and strength of rele-
vant factors. Second, the measurement method starts
from the increment, which does not consider the absolute
position of the data point. Consequently, when the inci-
dence relationship of a point is inverse and the relevant
factor increment direction is opposite to the system behav-
ior increment, the distance between them may be short-
ened, making the model fail to satisfy the proximity axi-
om. In contrast, the bidirectional absolute GRA model
recently proposed by Javed and Liu''®" overcomes these
shortcomings. In this model, the incidence direction is
identified by comparing the absolute grey relational de-
gree of the original sequence with the absolute grey rela-
tional degree of the mirror sequence. The model extends
the absolute GRA model and measures both the direction
and strength of the relationship based on a holistic idea.
Liu'"” also proposed a series of negative grey relational
models; however, the incidence direction determination
is based on the integration between the sequence and the
axis without considering the relative trend between the re-
lated sequences. As a result, sequences considered to be
in the same incidence direction may have completely op-
posite trends, which is a drawback.

The objective of this study is to devise a model that can
recognize and measure the influence of inverse relevant
factors within a system based on Deng’s GRA model.
This model can be applied to all previous GRA problems
and can recognize and quantify the inverse incidence rela-
tionship when it exists. When this relationship does not
exist, the model’s calculations are identical to those of

Deng’s GRA model. Our innovation lies in recognizing
the presence of inverse factors while still preserving the
systematic comparison advantages of Deng’s model. Spe-
cifically, we first expand the grey relational axiom to ac-
commodate the inverse incidence relationship, then de-
sign a GRA model that incorporates these relationships
and use the genetic algorithm to solve the model. Final-
ly, we use the factor analysis affecting the quality of the
innovation chain in Jiangsu Province, China, as an exam-
ple to verify the feasibility and effectiveness of the pro-
posed model and algorithm.

1 Construction of an Inverse Deng’s GRA Model

This section outlines the development of an inverse
Deng’s GRA model, which is based on Deng’s GRA
model through the extension of the axiom, model im-
provements, and algorithm design. The extended model
uses an agenetic algorithm to identify the promotion or re-
striction relationships between the relevant factors and the
system behavior.

1.1 Extension of the grey relational axiom

In the past, there have been in-depth discussions and
analyses of Deng’s four axioms of GRA, including the
even-pair symmetry axiom and integrity axiom'®*?".
While the normative axiom has received less attention, it
implicitly assumes that the incidence relationship in the
system is direct. To incorporate the inverse incidence re-
lationship in the axiom system, we propose an extension
to the normative axiom that modifies the even-pair sym-
metry and integrity axioms.

Let X, = {x,(1),x,(2), ..., x,(n) } be the sequence of
the system’s behavior, and the sequence of relevant fac-

tors X,(i=1,2, ..., m) and its reversing image X (i =1,
2, ...,m) is denoted as
X, ={x,(1),x,(2), ..., x,(n) } (1)

X ={M -x(1),M,—x,(2),.... M, -x,(n)} (2)

where M, is a constant, and let M, =max, {x,(k)}, k=1,
2, ..., 1.

Given real numbers y(x,(k), x,(k)) and y(x,(k),
M, —x,(k)), if the real numbers

YXo X) =3 (k5 (0) ()
Y Xy X) = -3 a0 M, =5 (0) (4)

satisfy the following four axioms:
1) Normative axiom. Let y(X,, X,) and y'(X,, X,)
take values in the interval of [ —1, 1], where
v(X,, X)) (0, 1], yv(X,, X)) =1<X, =X, (5)
v'(X,, X) el -1,0), y'(X,, X,) = -1X, =X, (6)
2) Integrity axiom. Let I'( X, X;) = {y (X, X)),
v'(X,, X)1 X, X, eX=1{X,,X,,....X,}, m=2, where

often
I(X,X) #I(X, X)) i#] (7)
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3) Even-pair symmetry axiom. For any X;, X; e X =
{X,, X,,....X,}, m<2, there is

X={X,X)=I(X,X) =I'(X,, X, (8)

4) Proximity axiom. The smaller the | x, (k) - x,

(k) \ , the larger the y(x,(k), x,(k)). The smaller the
| x,(k) =(M, —x,(k)) |, the smaller the y(x,(k), M, —
x, (k).

In this case, y(X,, X,) is referred to as the direct grey
relational degree of X, and X,, y(x,(k), x;(k)) as the di-
rect relational coefficient of X, and X, at point k. y'(X,,
X,) is referred to as the inverse grey relational degree of
X, and X,, y(x,(k), M, —x,(k)) as the inverse relational
coefficient of X, and X, at point k. The above four condi-
tions are extended grey relational axioms, which extend
the value of the grey relational degree to the interval of
[ -1,1].

1.2 Inverse Deng’s GRA model

Based on the extended grey relational axiom, the grey
relational degree including inverse incidence relationships
is designed. Let the incidence direction be represented by
a vector P={p,, p,, ....p, }, and let p,(i=1,2, ..., m)
denotes the direct or inverse incidence relationship be-
tween X, and X,, such that

X, and X, are directly correlated

n=F ) (9)
0 X, and X, are inversely correlated

Let M, = max, {x,(k)}, A, (k) = | x,(k) - x,(k)
A (k) = \ x, (k) — (M, —x,(k)) |, the grey relational
degree calculation is based on Deng’s GRA model. The
grey relational coefficient y(x,(k), x,(k)) is a measure of
the point set topological space and metric space combina-
tion. The value interval of the point set topological space
is represented by C, and

C e {min, min, {p,A,,(k) + (1 —=p,)A; (k) },
max, max, {p,A, (k) +(1 _pi)A(,)i(k) 1}

s

(10)

Cmin + fcmax
Y (. % (R) =p, e
Cmin + gcmax
P-Dath e (D

V(X X) =0 Fy(aR,x (k) (12)

The grey relational coefficient y(x,(k), x,(k)) and the
grey relational degree y(X,, X,) satisfy the extended grey
relational axiom. In other words, the inverse Deng’s
GRA model is an extension of Deng’s GRA model that
accounts for inverse incidence relationships.

The main challenge is to determine the values of the el-
ements in the incidence direction vector P, which corre-
sponds to the direct or inverse relationship between the
relevant factors of the system and the system behavioral
sequence. The value interval C of the grey relational co-
efficient is dependent on vector P, meaning that a change
in the incidence direction of any relevant factor sequence
may lead to a corresponding change in the grey relational
degree of all sequences. Hence, determining the inci-
dence direction of each relevant factor sequence is critical
in accurately assessing the grey relational degree, inclu-
ding inverse incidence relationships.

From a systemic perspective, the determination of the
values of elements in vector P should follow these crite-
ria: 1) According to the proximity axiom in the metric
space, the greater the absolute value of the relational de-
gree between the relevant factor sequence and the
system’s behavioral sequence, the closer the distance.
Thus, values of elements in vector P that satisfy the max-

imum E (X,, X.) | should be chosen. 2) In the point
‘ Y&y &, p
i=1

set topological space, the value interval C reflects the
overall distribution of the system point set. A lower dis-
persion of the distribution suggests fewer outlier data
points in the relevant factor sequence. Therefore, the ele-
ment values in vector P that satisfy the minimum value of

Let C,, = min, min, {p A, (k) + (1 - p,) A, (k) }, C... — C... should be selected. Based on these considera-
C,. =max, max, {pA, (k) + (1 = p,)A) (k)}, &is tions, a nonlinear constraint optimization problem
known as the distinguishing coefficient. For ¢ e (0, 1),  maxf(p,,p,,...,p,) is formulated as follows.
the grey relational coefficient y(x,(k), x,(k)) and grey
relational degree y(X,, X;) are given by

> Iy(x, X) |

maxf(p, py, ..o P,) = m
Ay(k) = | x,(k) —x,(k) | k=12 ..,ni=12 ..,m
Ak = [x,(k) —(max,{x(b} -x(b) | k=12 ..,mi=12..m
C,.., = minmin, {p,A,(k) +(1 —p)A,(k)}
Coo = max;max, {p, A, (k) + (1 —p)Ay(k)}

"0, x (k) = p, S FE gy G TG

VAR TR A wec,, T T AL v eC,, e BEE RS
V(X X) =¥y (0.5 (0) 0= 12

p; =0orl i=12...m

(13)
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If the constraints in the above optimization problem are
relaxed to allow the value of p, to be within the interval
[0, 117,
maxf'(p}, py, .-, P,,) is obtained. In this problem, p/ re-

a nonlinear constrained optimization problem

presents the degree to which the incidence relationship be-
tween factors X, and X, converges to either a direct or in-
verse relationship, with p/ approaching 1 for the direct re-
lationship and O for the inverse relationship. Based on
this, we refer to 7, as the incidence direction confidence
index, and the smaller the value of 7,, the more reliable
the incidence direction between X, and X, is.

!
i

T.=2|p, -p (14)

. . . 16
Similar to Javed’s confidence level scale'®

, the pro-
posed incidence direction confidence index is expected to

be a valuable contribution to the theory of inverse GRA.
1.3 Model solving based on a genetic algorithm

The direct solution to the above optimization problem
is challenging. The number of possibilities for the values
of elements in vector P increases exponentially with the
increase in the number of relevant factor sequences, mak-
ing it computationally expensive. To reduce the computa-
tional cost, the agenetic algorithm is used. The genetic
algorithm simulates the natural evolution process to search
for the optimal solution. The algorithm starts with a set of
initial solutions generated randomly and iteratively per-
forms operations such as selection, crossover, and muta-
tion to obtain the optimal solution. The computational
flow of the genetic algorithm can be summarized as fol-
lows.

Algorithm 1
based on the genetic algorithm

Input: X=1{X,,X,,....X,}.
Output: P={p,,Pss --csPp}-
@D Individual coding.

(2) Population initialization.

Solving inverse Deng’s GRA model

(3 Fitness evaluation.

@ Selection.

(® Crossover.

(6) Mutation.

(D Satisfy termination criterion? If the criterion is met then
return P, otherwise back to (.

Encoding is a method for converting the feasible solu-
tion to a problem from its solution space to a search space
that can be handled by the agenetic algorithm. Based on
binary coding (Formula 9), the vector P can be consid-
ered an individual in the genetic algorithm.

The initial population is a set of individuals. A set of
initial vectors P is randomly generated to form the initial
population. Differences between individuals will lead to
different levels of fitness.

The fitness function evaluates the ability of an individu-
al to produce offspring. The higher the fitness, the stron-
ger the ability to produce offspring. In this case, the ob-
jective function f(p,, p,, ..., p,,) is considered as the fit-
ness function:

m

Y ly(x, X)) |
N G R

max min

fApy Py oo py)

The selection operator selects high-quality individuals
based on their fitness and discards low-quality individu-
als, following the principle of “survival of the fittest”.
The selection operator uses the roulette algorithm, where
the probability of individual inheritance is proportional to
its fitness.

The crossover operator involves exchanging some genes
between two chromosomes that intersect each other in a
certain way to create two new individuals. It is the prima-
ry method used to generate new individuals and deter-
mines the global search capability of the genetic algo-
rithm. The crossover operator uses the random paired sin-
gle-point crossover method, where a crossover point is
randomly set in the individual code string, and the genes
of the paired individuals are partially exchanged at this
point.

The mutation operator is responsible for replacing genes
at specific loci in the individual’s chromosome coding
string with other alleles from the same locus, resulting in
the creation of a new individual. It serves as an auxiliary
method for generating novel individuals and plays a cruci-
al role in the local search capability of the genetic algo-
rithm. In this case, the mutation operator utilizes a sin-
gle-point mutation approach, randomly selecting a locus
within the individual for mutation.

The termination criterion determines whether the algo-
rithm meets the conditions for calculation termination. In
this case, the algorithm terminates when the number of it-
erations reaches the predetermined number of generations.

2 Application Case

In this section, an empirical study is conducted to eval-
uate the feasibility and effectiveness of the proposed in-
verse Deng’s GRA model. Specifically, the identification
of key factors that affect the quality of the innovation
chain in Jiangsu Province is considered an illustrative ex-
ample.

2.1 System’s behavior and relevant factors

We developed a list of the factors that influence the
quality of the innovation chain in Jiangsu Province based
on two key dimensions: quality characteristics and inno-
vation links. The factors are presented in Tab. 1.
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Tab.1 Relevant factors in the Jiangsu innovation chain

Tab. 2 presents the system’s behavioral sequence and

System’s . . . ) . the relevant factor sequences of the quality of the innova-
. Quality of the Jiangsu innovation chain . o ] ;
behavior tion chain in Jiangsu Province between 2009 and 2018,
X,  Organizational characteristic-knowledge innovation expressed in the form of a quality index.
);2 Organizational characteristic-R&D innovation Fig. 1 illustrates the development trend of the system’s
izational characteristic- ti ti . . .
» Organizational characteristic-product innovation behavior and relevant factors of the quality of the Jiangsu
X, Process characteristic-knowledge innovation . . .
Relevant . . . innovation chain.
factor 5 Process characteristic-R&D innovation
6 Process characteristic-product innovation 2.2 Inverse Deng’s GRA and comparison with other
X7 Output characteristic-knowledge innovation models
Xg  Output characteristic-R&D innovation
X, Output characteristic-product innovation To investigate the impact of each relevant factor on the
Tab.2 System’s behavioral sequence and relevant factor sequences
Year 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018
X 0.000 0.141 0.429 0.638 0.500 0.576 0.731 0.858 0.697 1.000
X, 0. 000 0.108 0.263 0.115 0.183 0.374 0.471 0.849 0.677 1.000
X, 0.139 0.000 0.041 0.102 0.128 0.314 0.375 0.742 0.582 1.000
X5 0.142 0.000 0.317 0.380 0.475 0.348 0.190 0.536 0.514 1.000
X, 1.000 0.843 0.853 0.516 0.557 0.376 0.247 0.000 0.331 0.263
X; 0.732 0.610 0.417 1.000 0.824 0.000 0.732 0.919 0.916 0.729
X 0.000 0.330 0.712 0.975 0.576 0.812 0.988 1.000 0.602 0.806
X; 0.029 0.000 0.118 0.371 0.579 0.790 0.883 0.818 0.886 1.000
Xg 0.000 0.122 0.273 0.482 0.617 0.528 0.601 0.750 0.835 1.000
X, 0.000 0.077 0.362 0.559 0.219 0.572 0.759 0.915 0.890 1.000
1.0p
0.8
s »®
3 3
£ 0.6 k=
2 2
S oaf E
(o4 o
0.2F
0 1 1 1 1 1 1 1 1 J
D o — o o < v O o~ 2]
E 23 2 3 2 23 2 = = 2
(o] N (o] N (o] N (o] N (9] (o]
Year Year
(a) (b)
1.0
0.8
» ”®
3 3
= 0.6F K=
iy z
= L _
El 0.4 X, 5
02k —— X
—n— X A
0 1 1 1 1 ¥ 1 1 J
SN © —~ & o0 < wn O =~ 0
S 2 2 2 3 2 2 2 2 o
(o] N (o] N N N (o] N N N
Year Year
(¢) (d)

Fig.1 The development trend of quality index. (a) Jiangsu innovation chain quality index; (b) Organizational characteristic quality index;

(c) Process characteristic quality index; (d) Output characteristic quality index

quality of the Jiangsu innovation chain, we employed va-
rious grey relational analysis models, including Deng’s
GRA model, absolute GRA model, bidirectional absolute
GRA model'®, negative Deng’s GRA model"”', Pearson
correlation coefficient, and the proposed inverse Deng’s

GRA model. For these models, the distinguishing coeffi-
cient £ =0.5. Note that the Pearson correlation coefficient
and the other models, except for Deng’s GRA and Liu’s
absolute GRA models, can accurately determine the inci-
dence direction.
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As outlined in Section 1. 3, the proposed model can be
solved using the genetic algorithm. Fig. 2 depicts the
changes in best fitness and average fitness of the popula-
tion in the genetic algorithm of the inverse Deng’s GRA
model as the number of iterations increases. The results
indicate that the nonlinear constraint optimization problem
with objective function f converges rapidly (see Fig. 2
(a)), with all individuals reaching the optimal solution in
the ninth generation. Conversely, the objective function
f' converges after approximately 200 generations ( see
Fig.2(b)). Furthermore, the optimal solution of the ob-
jective function f* is significantly higher than that of f.

Tab. 3 presents the results of the GRA models, as well
as the Pearson correlation coefficient, sorted according to
their absolute values. In contrast to the first two classical
models, the other four models treat the knowledge inno-
vation link of the process characteristic X, as an inverse
relevant factor. However, the inverse Deng’s GRA model
and Pearson correlation coefficient deem the relationship
strength of X, to be high, while the bidirectional absolute
GRA model and negative Deng’s GRA model consider the
strength of the relationship to be low. The Pearson corre-
lation coefficient reveals a strong linear correlation of
—0.905 between X, and the system’s behavioral sequence,
raising doubts about the acceptability of the bidirectional

absolute GRA model and negative Deng’s GRA model re-
sults.

9.5
9.0F STTTTF
S~
585k~ /
g s
=380t /
% 7.5 e
& /
£ 70F e
= X — = - Average fitness value
6.5 % — - - Best fitness value
x
1 1 1 J
6.0 5 10 15 20
Generation
(a)
141
_ 13 7W S @ ¥
S~
S 124
2 bk
E 11 l%,(
2 10
o I
E of )
= k —» - Average fitness value
L — -~ - Best fitness value
7 1 1 1 1 ]
0 50 100 150 200 250
Generation
(b)

Fig.2 Best fitness and average fitness of the population. (a)
p;=0or1; (b) pl e[0,1]

Tab.3 Comparison of grey relational analysis models

Model type Item X, X, X, X, X; Xe X, Xy X,
Absolute GRA Relational degree 0.863 0.689 0.730 0.524 0.542 0.904 0.966 0.968 0.981
model Sort 5 7 6 9 8 4 3 2 1
Deng’s GRA Relational degree 0.811 0.705 0.750 0.557 0.678 0.751 0.798 0.861 0.883
model Sort 3 7 6 9 8 5 4 2 1
Pearson Correlation coefficient — 0.857 0. 800 0.793 -0.905 0.214 0.847 0.887 0.943 0.947
correlation p-value 0.002 0.005 0.006 0.000 0.552 0.002 0.001 0.000 0.000
coefficient Sort 5 7 8 3 9 6 4 2 1

o Relational degree 0.863 0.689 0.730 -0.723  -0.542  0.904 0.966 0.968 0.981
f;j;z::o(?ﬁA Incidenc':e direction direct direct direct inverse inverse direct direct direct direct
model Confidence §; 0.340 0. 168 0.207 0.199 0.000 0.365 0.440 0.442 0.455

Sort 5 8 6 7 9 4 3 2 1
Negative Relational degree 0.811 0.705 0.750 -0.444 -0.322 0.751 0.798 0.861 0.883
Deng’s GRA Incidence direction direct direct direct inverse inverse direct direct direct direct
model Sort 3 7 6 8 9 5 4 2 1
Relational degree 0.771 0.645 0.695 -0.815 0.622 0.694 0.749 0.823 0.853
Inver?e Incidence direction direct direct direct inverse direct direct direct direct direct
izr;gels GRA Confidence T, 0.163  0.258  0.177  0.051  0.998  0.051  0.051  0.051  0.297
Sort 4 8 6 3 9 7 5 2 1

Note: §; is the absolute value of the difference between the absolute grey relational degree of the original sequence and the absolute grey relational

degree of the mirror sequence. This value indicates judgment reliability in the direction of incidence!'®! .

In addition, the bidirectional absolute GRA model and
negative Deng’s GRA model both analyze X, as an inverse
relevant factor. However, the bidirectional absolute GRA
model deems this result insignificant (5, =0), while the
negative Deng’s GRA model is unable to determine its
which

considers X, as a direct relevant factor, also finds the re-

significance. The inverse Deng’s GRA model,

sult insignificant (7, =0. 998). Regardless of X;’s classi-
fication as a direct or inverse relevant factor, its relation-
ship strength is the weakest in any of the three models.

3 Conclusions

1) An inverse Deng’s GRA model is constructed along
with the genetic algorithm. The model helps identify and
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quantify the promotion or restriction relationships between
the factors and system behavior, thus providing insight
into the system’s formation and change process. The pro-
posed model expands the application of grey relational
analysis and retains the excellent characteristics of Deng’s
GRA model.

2) The inverse Deng’s GRA model can effectively
identify and quantify inverse relationships. In the case
analysis of the quality of Jiangsu’s innovation chain, the
inverse Deng’s GRA model identifies the knowledge inno-
vation link of the process characteristic as the inverse rela-
tional factor of the Jiangsu innovation chain quality, with
a relational degree of —0.815. Compared to the existing
models, the inverse Deng’s GRA model is more effective
in identifying the incidence direction and strength of rele-
vant factors in the grey system.

3) As a relatively new research direction, there is con-
siderable potential for further development of inverse rela-
tional analysis. First, it is necessary to propose additional
inverse relational analysis models to expand the applica-
tion scope. Second, there is a need for uniform judgment
criteria for the incidence direction and strength among va-
rious models, which is currently a challenge that requires
further exploration and solution.
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