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Abstract: To solve the problem of poor crack identification
algorithm performance in complex environments, an improved
method based on a single-shot multibox detector ( SSD)
algorithm was proposed. This method realized high-precision
crack identification for crack images with added noise by
adjusting the combination of the number of different resolution
prior bounding boxes in the original SSD algorithm. A
sufficient number of crack images were captured and
preprocessed in actual scenes and laboratories, and noise was
added to the crack dataset using a pretzel algorithm to simulate
the crack images in complex environments. The improved
method was tested along with the original SSD algorithm to
identify the crack dataset,
compared. The results show that the crack identification
accuracy of the original SSD algorithm and improved method
decreases with increasing noise levels. When a 20% grade of
pretzel noise is added at high density, the accuracy in
recognizing cracks is 31.7% and 93.0% for the original SSD

algorithm and the improved method, respectively. Therefore,

and their test results were

the improved method has excellent antinoise ability and can be
used for crack identification in complex environments.
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he most prevalent problem on bridge and road sur-

faces is cracks, which represent the greatest threat
to the safety of bridges and roads among all types of is-
sues associated with pavements and bridges. Cracks on a
concrete surface can lead to secondary disasters in its
structure. To eliminate possible safety hazards (e. g.,
cracks), timely inspections must be conducted for any

. . . 1
damages to bridges during services'".
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Manual surveying was once the most common method
for discovering fractures during bridge and highway main-
tenance, but it was time-consuming and subjective, resul-
ting in low accuracy. Recently, the field of civil engi-
neering inspection has incorporated some computer vision
and deep learning techniques, such as crack identifica-
tion,

displacement measurement, and fatigue detec-

tion””™ . Because deep learning-based detection algo-
rithms can successfully interpret images and correctly
identify targets, they have been widely used for crack de-
tection with advancements in artificial intelligence. In
2004, Ouellette et al." originally used convolutional
neural networks ( CNNs) to solve crack identification
problems. The convolutional neural filter obtained by
combining a genetic algorithm with the neural network
was trained to solve the problem encountered by the neu-
ral network algorithm, which is its vulnerability to the in-
terference of minimum value information.

The identification accuracy of crack images can be af-
fected by complex environments, such as weather, light,
and noise. In rainy or foggy conditions, low image con-
trast and image brightness are likely to occur, resulting in
reduced crack identification. Many scholars have investi-
gated crack identification with de-raining"”"" and de-fog-
ging!"”™ models, which were basically improved models
based on traditional image processing algorithms. As a
result, crack recognition accuracy in rainy or foggy envi-
ronments was improved, but it remains insufficient. Ad-
ditionally,
generally leads to a certain degree of noise in the captured
images. Further, these noise points can cause sharp chan-
ges in the image brightness, which will then affect the
crack identification accuracy. In 2021, Yang et al.'" in-

interference from the shooting environment

troduced a high antinoise extraction approach based on a
dynamic threshold for concrete fractures having complex
noise, such as honeycomb pockmarks on the surface.
Although concrete crack development is a slow
process, the general method for crack identification leads
to a low identification rate in high-altitude areas, areas
with constant rain and fog, etc. The current algorithm for
detecting cracks is flawed because it does not consider
crack identification in complex environments similar to
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those described above and cannot meet requirements for
applying it in particular scenarios in actual engineering.
In this research, an improved SSD algorithm'"
the prior bounding box is proposed for identifying noise-
added crack images, enabling the algorithm to better
adapt to complex noisy environments.

! based on

1 SSD Neural Networks

The SSD algorithm is based on a CNN structure, the
current machine learning algorithm with faster detection
speed and higher accuracy rate. Firstly, sampling frames
with different aspect ratios and sizes are taken at different
locations on the image for uniform sampling. Then, the
features are extracted by CNN and classified, and the cat-
egory probability is directly displayed on the image after
the test image is detected. Finally, the detection result
can be obtained after a single detection. Compared with
that of other traditional neural network algorithms, the
identification effect is more accurate.

The network structure of SSD is optimized according to
the VGG16 network model. SSD uses the method of in-
creasing the number of convolutional layers for object de-
tection of images, enabling the algorithm to utilize more
feature maps, and this ability is one of the reasons for the
high identification accuracy of the SSD algorithm.

2 Dataset Acquisition
2.1 Crack dataset preprocessing

The crack data used in the experiments were obtained
from the field bridge crack images and the damage test
images in the laboratory of Southeast University.

Before training the CNN, the crack dataset must be
marked. This process is similar to the process of allowing
machine learning: The target that must be trained and
identified is transmitted to the neural network so that it
knows which area the crack image is in. This area is the
target that needs to be learned and identified. The Labe-
IImg tool is used to label the cracked images. First, the
target position is marked in the image. Then, the file is
transformed into XML format and transferred to the
framework of a deep learning algorithm for training.

2.2 Noise addition to crack images

To increase the difficulty of crack identification, a

complex environment was simulated by adding salt-and-
pepper noise based on the original crack atlas, which is a
black-and-white noise produced via image sensors, trans-
mission channels, and decoding processes''”'. To better
simulate the cracked images in each complex environment
and make the algorithm universal and noise-resistant, five
noise addition levels were used to add noise to the cracked
images, and their signal-to-noise ratios were 5%, 10%,
15%, and 20% . Fig.1 shows the effect of different de-
grees of noise addition.

(2) (b) (¢)

Fig.1 Noise-added crack diagram. (a) Pothole crack diagram; (b)
Noise-plus-20% crack diagram; (c) High-density noisy crack diagram

3 Construction of SSD-Based Algorithm Model

3.1 Training process

Before the final training, a positive and negative sam-
ple matching method was required to better train the data-
set; that is, the preselected boxes and the final prediction
boxes were matched according to the ToU principle!™ . If
the match is successful, it is a positive sample; other-
wise, it is a negative sample. The samples with larger
loss values (i.e., the set of samples where negative sam-
ples are as easily seen as positive samples) were used for
training, thus ensuring that the ratio of positive samples
to negative samples is approximately 1:3"".

The stochastic gradient descent algorithm was used to
train the crack data model for its higher recognition rate
After continuously training and
adjusting the parameters, each parameter is set as shown
in Table 1.

for the validation set'™ .

3.2 Pruning improvement algorithm based on prior
bounding boxes

Deep learning network models have numerous redundant

Table 1 Parameter setting values

Parameter Description Value
B, Batch size (the number of samples used in one iteration) 32
G Value of variables of the Gamma function 0.1
L, Learning rate!*!! (step size for control parameter adjustment) 0.01
L, Step size for learning rate update [2.8x10°,3.6 x10°]
M, Maximum number of iterations 5x10*
M Momentum parameters ( differences in the direction of control parameter updates) 0.9
W; Learning rate initialization factor 1/3

W, Number of iterations of the warm-up process 500
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parameters at all stages oftraining and learning identifica-
tion, and many of their activation values tend to be zero.
Hence, removing these redundant parameters can consid-
erably improve the model expression ability, which is
called network pruning.

The improved algorithm in this paper is predominantly
based on the analysis of the SSD model structure, resul-
ting in a pruning improvement algorithm based on prior
bounding boxes. The algorithm focuses on the unique
structure of the SSD algorithm'*', and after counting the
number of its prior bounding boxes in the training, the
candidate prior boxes that can avoid the effect of external
noise and the pretzel algorithm are selected.

The structure of the SSD algorithm model is analyzed as

shown in Fig.2, and the number of required localization
prediction boxes is calculated as follows: 38 x 38 x4 +19 x
19%x6+10x10x6 +5 x5 x6 +3 x3 x4 +1 x1 x4 =8 732.
Fig.2 shows that SSD predicts the localization frames after
extracting the features of different discriminative layers of
the backbone network. Then, all the results of 8 732 pre-
diction boxes are outputted and filtered using nonmaximum
suppression (NMS) to obtain the optimal target box. The
appropriate bounding boxes are selected statistically and
computationally, the resolution bounding boxes with low
statistical numbers are eliminated, and the number of prior
bounding boxes is reasonably allocated using the analysis
of variance method. This enables the model to focus on
the more effective resolution during training'™!

300x300x3 38x38x512 19x19x1 024 10x10x512 5x5x256 3x3%256 1x1%256
VCCO}nvzgto fac7 © Conv layers Conv layers Conv layers _Avg pooling
Inout image
Normalization
#def.boxes: 4 l #def.boxes: 6 #def.boxes: #def.boxes: #def.boxes: #def.boxes:
Detections 5 776 Detector 2166 Detector 600 Detector 150 Detector 36 Detector 4 Detector
per class: (38x38x4) claszrilger 1 (19x19x6) claszrilgerZ (10106 claszrllﬁer3 (5x5%6) c1a551ﬁer4 (3x3x4) claszrllﬁers (1>1x4) claszrllﬁeré
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Fig.2 SSD crack identification process

The original SSD algorithm was statistically tested after
counting and analyzing the multiscale and multidirectional
bounding boxes. A statistical histogram of the number of
correctly predicted target location sources is shown in
Fig. 3 for classifying boundingboxes. In the vertical coor-
dinates, parentheses indicate the prior box resolution, and
outside the parentheses, the aspect ratio of the prior box
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Prior-box resolution

Fig.3 Statistics on the number of prior bounding boxes

is provided.

As shown in Fig. 3,
largest number of resolutions and shapes is (5 x5); fur-
thermore, its shape is rectangular with an aspect ratio of
(1:3 or 3:1). Therefore, the variable analysis method is
used to adjust the number of prior candidate boxes of each
resolution based on a sum of 30 prior boxes. The accura-
cy of crack identification with noise addition of 20% is
compared in various cases to determine the final selection
of the number of prior boxes.

The analysis in Table 2 shows that the identification ac-
curacy of the proposed algorithm considerably increases
after decreasing the number of prior bounding boxes that
account for a smaller percentage but occupy a large
amount of computing memory. Moreover,
ing the number of prior bounding boxes that account for

the prior bounding box with the

after increas-
the highest percentage, the identification accuracy shows
a slight decline due to an increase in the total number of
prior bounding boxes, which may require increased com-

putation by the algorithm operation.
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Table 2 Comparison of identification accuracy for each prior bounding box number case

Candidate box 38 x38 19 x 19 10 x 10 5x5 3x3 Ix1 Precision/ %
Original group 4 6 6 6 4 4 56
Group 1 4 4 6 8 4 4 68
Group 2 2 4 8 8 4 4 85
Group 3 2 2 8 8 6 4 93
Group 4 2 2 8 10 4 4 91

The above statistics and analysis reveal that in image
crack identification, large-scale perceptual elements play
the most dominant role, while overabundant small-scale
identification processes reduce the identification accuracy
and increase the training identification time due to the in-
terference of the pretzel noise algorithm. Thus, it is nec-
essary to re-optimize the allocation of candidate frames
with the multiscale resolution, reduce the number of
small-scale prior bounding boxes, and increase the num-
ber of medium- and large-scale prior bounding boxes.

The final number of selected prior bounding boxes is
Group 3. After modifying the coefficients of the number
of prior bounding boxes, the number of boxes decreases
from 8 732 to 4 668, which nearly doubles the number of
candidate boxes, and the accuracy also increases slightly.
This particularly improves the identification accuracy of
cracked images after enhancing the noise level of the pep-
per algorithm. The results show that such improvements
facilitate and expedite the training process and improve
the identification accuracy of the detection, particularly in
resisting the noise attack of this fragmented black-and-
white pretzel algorithm.

4 Results and Analysis

4.1 Analysis of the original algorithm results

A complete crack dataset was produced, and after
training with the original algorithm model, crack images
with 0%, 5%, 10%, 15%, and 20%
were identified. The identification results are presented

statistically in Table 3.

noise addition

Table 3 Comparison of identification accuracy for each prior
bounding box number case

Noise addition/% AP50 AP75 mAP
0 0.964 0.720 0.791
5 0.844 0.644 0.693
10 0.786 0. 606 0.649
15 0.672 0.546 0.571
20 0.615 0.515 0.532

The identification effect of the original SSD algorithm
gradually decreased with increasing noise addition levels.
The pepper algorithm made identifying crack images more
difficult; however, it is crucial for simulating external en-
vironmental noise. The identification accuracy of the SSD
algorithm reached 0. 791 when the crack image was not
noise-added, whereas its identification accuracy decreased

to 0. 532 when the noise addition reached 20% , indica-
ting that the original algorithm has poor noise immunity
and the identification effect was influenced by the deep-
ened external environmental noise.

4.2 Analysis of experimental results

In this experimental model, training and validation
sets of 5 000 and 3 000 images, respectively, were set.
Crack images with normal no-noise addition and noise
addition of 5%, 10%, 15%, and 20% were recog-
nized. For verifying the improved algorithm, two types
of noise processing were applied to the crack images,
one a high-density pretzel algorithm noise addition to the
crack images, and the other was a different level of film
grain noise addition to the crack images. Then, the al-
gorithm was used to recognize these two images. The
film grain results from the poor quality of film sensitiza-
tion, and this noise is similar to the pepper algorithm
noise addition but with richer visual sensory colors. This
can provide sufficient validation regarding the identifica-
tion ability of the improved algorithm. Part of the verifi-
cation focuses on crack identification, as shown in
Fig. 4.

According to the identification map of cracks after par-
tial noise addition, the improved algorithm can accurately
recognize most of the cracks and has higher identification
accuracy for the cracks after noise addition. However, it
failed to recognize some of the images with unclear
cracks, or it has difficulty recognizing some fine cracks
when they are disturbed by high-density noise, resulting
in missed detection. The overall performance of the im-
proved algorithm is better than before, and the identifica-
tion accuracy is shown in Table 4. The improved before
and after algorithms were also used to train and recognize
the crack images after the high-density pepper algorithm
with noise. Finally, the results are compared and ana-
lyzed, as shown in Fig.5.

As seen from Fig. 5, the identification accuracy of the
initial SSD algorithm gradually decreases with increasing
noise levels. When the pepper noise of 20% grade is add-
ed at high density, the identification accuracy of the algo-
rithm only reaches 31. 7% . The identification accuracy
also decreases substantially when the noise is added
slightly. In the training curve before the improvement,
the loss rate is gradually reduced only with increasing
training iterations. After improving the algorithm, the
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Fig.4 Film particle noise verification results. (a) Twenty-film grain level noise crack identification; (b) Thirty-film grain level noise crack

identification; (c) Forty-film grain level noise crack identification

Table 4 Improved algorithm identification accuracy

Noise addition/ % Based SSD Improved SSD
0 0.926 0.966
5 0.621 0.962
10 0.524 0.958
15 0.426 0.951
20 0.317 0.930

identification accuracy can reach 93.0% even under the
20% -level of the pepper algorithm plus noise. Further-
more, the improved training curve shows that the loss
rate has almost converged to O after 5 000 training itera-
tions, and the convergence is more rapid. The improve-
ment strengthened the identification ability of the algo-
rithm and considerably enhanced its noise immunity.
The accuracy of the original SSD and proposed algo-
rithms in identifying cracks decreases with increasing
noise levels.

5 Conclusions

1) For recognizing crack images with various types of
noise information, this study proposed an improved SSD
crack identification algorithm based on the prior bounding
box, achieving better results than the original SSD algo-
rithm.

2) After training and adjusting parameters, the initial
SSD object detection algorithm has an identification accu-
racy of only 92.6% and 31.7% for noise-free and noise-
added 20% crack images, respectively. Hence, it cannot
meet the requirements for accurate identification of crack
images with noisy information.

3) According to the characteristics of the SSD network
structure, an improved SSD algorithm based on the prior
bounding box is proposed for the first time. The
identification of crack images with various noise levels is
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Fig.5 Comparison before and after training. (a) Pre-improve-
ment training curves; (b) Post-improvement training curves; (c¢) Com-
parison of identification accuracy

performed using the improved algorithm, and its identifi-
cation accuracy reaches 96.6% and 93.0% for no-noise-
added and noise-added 20% crack images, respectively.
The identification effect is good for crack images with
strong interference noise information.

4) The next stage of research will apply the algorithm
for unmanned intelligent inspection to identify and im-
prove the bridge cracks in complex environments while
continuing to improve the algorithm and testing its limits.
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