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Abstract: As there is no research on protecting gradient
parameter data integrity in the Ring Allreduce architecture, a
Ring Allreduce architecture oriented gradient parameter data
integrity protection scheme ( RAA-DIP) is proposed. The
identity-based group key agreement algorithm and the Boneh-
Lynn-Shacham signature are used to protect the integrity of
gradient parameter data in Ring Allreduce (RAA). Combined
with identity authentication and the key negotiation algorithm,
secure and efficient dynamic management of working nodes is
realized. On the basis of the decisional bilinear Diffie-Hellman
problem, secure group key negotiation is implemented so that
the key generation center or network attackers cannot calculate
the shared secret of worker nodes, which solves the key
escrow problem and ensures the integrity of transmission
the RAA-DIP scheme is formally
proved, and its simulation performance is compared with those
The results show that the RAA-DIP
scheme can guarantee the integrity of the gradient parameter

gradient data. Finally,

of related schemes.
data transmission process in Ring Allreduce, realize the
dynamic management of working nodes, and solve the
problem of key escrow. Compared with related schemes, it
can meet security and performance requirements.
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I n the era of big data, artificial intelligence (Al), as a
representative of emerging technology, has been the
focus of social attention. Al technology has been widely
used in production and the tasks of daily life, such as
navigation, automatic driving, and intelligent recommen-
dations. Machine learning (ML) is a fundamental way to
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realize AI. With the rising demand of society for Al ca-
pability, distributed ML has been proposed to run ML
tasks on multiple nodes in parallel. The Ring Allreduce'"
architecture is widely used for data-parallel distributed
communication. In this architecture, all working nodes
construct a ring communication topology, where each
working node receives parameter data from the upper
node and transmits parameter data to the lower node on
the ring. Because the Ring Allreduce architecture shows
satisfactory performance for dense models'™, recent re-
search has adopted the Ring Allreduce structure as its dis-

tributed training architecture'™' .

However, in the Ring
Allreduce architecture, if some working nodes fail, the
performance of the system will substantially deteriorate.
To solve this problem, CodedReduce'” redundantly dis-
tributes the dataset among working nodes so that if some
working nodes fail, the total gradient parameter data can
still be recovered. To fully use the bandwidth for reduc-
ing the network delay and communication cost for large-
scale working nodes, a hierarchical Allreduce algorithm'"
has been proposed, in which working nodes are divided
into multiple groups, and the hierarchical Allreduce algo-
rithm is executed among multiple groups. 2D-Torus All-

9
reduce"”’

arranges working nodes in a 2D grid to reduce
communication costs. However, to date, no research fo-
cused on investigating the integrity of parameter data dur-
ing the communication transmission process in the Ring
Allreduce architecture.

Typically, to protect data integrity, cryptography algo-
rithms should be applied in network communication sys-
tems, particularly in a group communication system such
as the Ring Allreduce system. Hence, many schemes for
data integrity protection in group communication have
been proposed. To ensure the security and integrity of

. 10-11
some studies'"*™"

messages in group communication,
have been proposed based on public key infrastructure
(PKI) cryptosystems. SeDS!" is a secure data sharing
and transmission scheme with a PKI-based digital signa-
ture and a mutual authentication mechanism. However,
this scheme has a certificate management problem. A

1

scheme for a group leader to manage keys''' was pro-
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posed, but in this scheme, the group leader could control
the security keys, possibly causing the key escrow prob-
lem. ID-based AGKA'? was the first ID-based GKA pro-
tocol based on an extension of the scheme'"” . Tt alleviates
the expensive overhead in PKI-based protocols. Howev-

10-13
er, the above schemes'*™"”

cannot be applied in the dy-
namic group. Tree key structures have been further pro-
posed in schemes'*"” for dynamic management, but the
maximum cost would reach O(logn) rounds of interaction
for members joining or leaving, where n is the number of
PPAKA-HMAC and PPAKA-IBS'*

were proposed for secure dynamic group communication,

group members.

but these two schemes must rely on secure channels in the
process of dynamic group membership management. Be-
cause the above schemes'""™ have these shortcomings,
they cannot be directly applied to the Ring Allreduce ar-
chitecture. Hence, a scheme for guaranteeing the integri-
ty of transmitted gradient parameter data in the Ring All-

reduce architecture must be designed.
1 Preliminaries
1.1 Bilinear mapping

Definition 1  Let G,,

groups of a large prime order ¢, and a map function e:

G, be multiplicative cyclic

G, x G,—G, is a bilinear pairing. It satisfies the follow-
ing properties: 1) Bilinear: For Yu,ve G,, Va,be zZ,
e(u’,v") =e(u, v)®. 2) Non-Degeneracy: For Ju,ve
G,, there is e(u,v) #1. 3) Computability: For YV u,ve
G,, there exists an efficient algorithm to compute e ( u,
V).

1.2 Computational Diffie-Hellman ( CDH) assump-

tion""”

Definition 2 Given g°, g" € G,, where a, b e z,, for
any polynomial-time adversary, it is feasible to computa-
tionally solve g” € G,. More formally, the advantage of
a probabilistic polynomial time (PPT) algorithm ¢ in sol-
ving the CDH problem is defined as follows.

Acpy = \Pr[f(g, g.8") =¢"a, beZ;] ‘

The CDH assumption is satisfied when A, is negli-
gible for any PPT algorithm &.
1.3 Decisional bilinear Diffie-Hellman ( DBDH) as-

. 12
sumptlon[ !

Definition 3  Given g*, ¢’, g° € G,, for any polyno-
mial-time adversary, where a, b, ¢, d e Zq* , it is feasible
to computationally distinguish (g, g*, g’, g%, e(g, 8)™)
and (g, g% g", g e(g, g)"). More formally, the advan-

tage of a PPT algorithm ¢ in solving the problem is de-
fined as follows.

Appon = | PLE(g 8", 8" 8" e(8.9)™) =1l:a,b,ceZ] -
Plé(g. ¢ 8" ¢ e(g.9)") =1:a,b,c,deZ] ] |

The DBDH assumption is satisfied when A ;. is negli-
gible for any &.

1.4 Co-Computational bilinear Diffie-Hellman ( Co-

[171

CDH) assumption

Definition 4 Given g, g° € G,, u € G,, where a e
Z,, for any polynomial-time adversary, it is feasible to
computationally solve u“ e G,. More formally, the ad-
vantage of a PPT algorithm ¢ in solving the problem is
defined as follows:

Acocon =P [E(8. 8" u) =u":a EZ;]

The Co-CDH assumption is satisfied when A cpy 15
negligible for any £.

2 Proposed RAA-DIP Scheme
2.1 System model

The system model is presented in Fig. 1. The system
contains two entities: the key generation center ( KGC)
and the working nodes. The KGC is responsible for regis-
tering working nodes, issuing corresponding private keys
for working nodes according to their identity, and assis-
ting working nodes in negotiating group private keys.
Working nodes honestly perform model training, generate
the correct signatures for gradient parameter data, and
transmit them to the next working node.

Pafameter data Work node 1 | Parameter data

3 (=)
Work node 2 ,,:' @E’J@

| S KGC

:
1

"’.‘ Work node n

\

\‘\J\’arameter data "~ Parameter data. -

Fig.1 System model for our RAA-DIP scheme
2.2 Details of our RAA-DIP scheme

In this section, we describe the detailed construction of
our RAA-DIP scheme. It includes five phases: system
setup, work node registration, group key agreement, se-
cure parameter data transmission, and dynamic manage-
ment.

2.2.1 System setup

In the system setup phases, KGC picks a random num-

ber a € Z, as a system master key and computes P, = g*
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as a system public key. KGC keeps « secret and publi-
shes the system parameter data {G,, G,, e, u, g, H, H,,
H,,h,P,,}, where G,, G, are two multiplicative cyclic
groups with the same large prime order g, e: G, x G,—
G, is an efficiently computable bilinear map, u is an ele-
ment randomly selected from G,, g is a generator of G,,
and H, H,, H,, h are four cryptographic hash functions
that obey H( + ),h( + ):{0,1}"—>G,, H ( - ): 10,
1" —Z ', and H,( +):G,—~Z, .
2.2.2 Work node registration

First, the i-th working node w, sends its identity /, to
the KGC for registration. Then, the KGC computes the
key pair (p,,s,) for w,, where p, =H(I,) € G, is a pub-
lic key and s, =p; € G, is a private key. KGC stores the
work node information in the registration list and sends s,
to w, through a secure channel. Finally, w, verifies the
correctness of the private key from the KGC with p, as
follows .

e(si’g):e(pi?Ppub) (1)

If this equation holds, then the private key received
from the KGC is correct, and w, accepts it and saves the
private key. Otherwise, w, discards it, terminates the
protocol, delivers an alarm, and makes the registration a-
gain.

2.2.3 Group key agreement

In this phase, working nodes negotiate with each other
to share a session key. The entire phase includes session
requests and session establishment.

1) Session request. Assume that a set of n working
nodes is involved in training. Each w, sends session re-
quest information L = {/,{ to the KGC. The KGC first
checks whether the identity is legal and rejects the session
request if it is not. When the KGC receives all requests,
it initiates a group session and chooses a random number
N € Z, as the session identifier. Then, the KGC creates
a ring group structure R, = {I,,1,,--,1 | based on the
identity of w,. Finally, the KGC broadcasts {mn,R, |-
In the system, w,_ , and w,,, are the left and right work
nodes of w,, respectively. Specifically, there is w_, =
w, and w, | =w,.

2) Session establishment. After receiving the message
{N4, R, from the KGC, working nodes initiate the
process of two rounds of mutual authentication and key
negotiation to obtain a shared session key.

Round 1 First, each w, has a secret x,, where x; is a
random value. Each w, generates its first key agreement
message M, =1, | X, | n,, | 1, where X, = g" is the first

w1

key hint, and parameter “1” indicates the sequence of
messages from w,. Second, each w, generates a signature
o, :P:;lbs?’ for M,, where h, =H,(M,). Finally, each o,
sends {M,,0,} t0 w, , and w,,,.

Round 2  After w, receives message {M,_,, o, |,

{M., o, fromw,  and @ respectively, each w,

first checks the message to verify the correctness of I,

i+1

M., and the sequence parameter. Then, each w, performs
signature verification. The verification equation is

e TI oue) =¢f

el-1,1}

H Xi+k +pi1-:;<’Ppub) <2)

ke i-1,11

If the verification equation (2) holds, w, generates
{M! ,o}| and broadcasts, where M! =1 || Y, | V' || Nda |2
is the second key agreement message, Y, = M i

e<X‘;’71 ’Ppub)
the second key hint, V] = g" with a random number y, e
Z, is used to help the verification, and o = P';'ubsf/’ is the
signature for M/, with h/ =H,(M]).

Key generation After each w, receives { M), o' |
from w,, where j=1,2,---,n,j7#1i, each w, first checks
the message to verify the correctness of 7, 7, and the
sequence parameter. Then, each w, performs signature
verification. The verification equation is

n,j#i n,j#i

e(Mors) =e(TTVel Pu) O

J=l

If the verification equation (3) holds, each w, then

computes a negotiated secret message

K; =e(X?.‘71 ,Ppub)lly:'lilyﬂiz"'ypz =

i+1
e(g,g) “mtmm ) (4)

Finally, each w, can compute the same session key pair
(04 ,0,), where o, = H,(k;) is the session secret key,
and o, = g™ is the corresponding session public key.
2.2.4 Secure parameter data transmission

In this phase, the system starts training the model and
passing gradient parameter data. The entire phase in-
cludes signature and verification.

1) Signature. Assume the gradient parameter data file
F=(m, ,m,, - ,m,,
block of the file, and k is the number of data blocks. For
each block m,, w, generates the corresponding signature

-,m, ), where m, is the i-th data

T, = (h(n,,, || i)u"™ """ where n,,.. is the unique
identifier of the file F, and 7 is a timestamp. o, sends

{F,T,r} to w,

i+l

k
where T' = H T.
i=1
(2) Verification. After w,,,
7!, w,,, first verifies the timestamp, computes M =
k k
2 m, + Z h(m,||7), and performs signature verifica-
i=1 i=1

receives message {F, T,

tion. The verification equation is

o«(T.8) = e TTh(nun 06" 0) (5

If Eq. (5) holds, then the gradient parameter data are
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intact from the working node w,. Otherwise, w,,, dis-

i+1
cards the information.
2.2.5 Dynamic management

If the system executes a complete group key agreement
protocol every time the working node dynamically chan-
ges, the communication and computational costs will be
very high. Hence, secure and efficient dynamic work
node management in the Ring Allreduce architecture must
be realized.

1) Working node joining. Let G = {w, ,w,,**,w,| be
the current group. If there is a new working node w,,,
joining the ring, it first reports to the KGC about its join.
After w,,, completes its registration with the KGC, the
KGC broadcasts {n,,, R}, where R, = {1, ,1,,-,1,,
I,.,I. We denote h, as a cryptographic hash function

hz( * ):Glﬁz*

, » which can be readily found in numer-

ous standard documents. Next, w, executes key agree-
e o, sends {U,,V, N} tow
U =g,V = slln;'th.) s
After w

ment protocol @ where

n+lo
and Ne Z q is a random number.
, checks e(U,,V,)

If the verification passes, w

receives the message, w

=e(Ppub »p?z(u‘) ).

the random value x,,, € Z q and computes the shared se-
cret key Os; = f]2 (8 ( Ul , P ))

pub
{Urnl Vi ,E(,‘;(N)} to w,, where U, =g",V,,, =

n+l

n+l n+

picks

n+l1
Then, w,,, sends

(U, )%
n+l

function E_,. After w, receives the message, w, checks

, and E . (N) is cipher text with the encryption

e(U,.,,V,,,) =e(P,,,pi"). If the verification pas-
ses, o, computes the shared secret key by o, =
H,(e(U,,,,Py) ), decrypts E . (N) to verify value N

n+lo

with decryption function D,. (N), encrypts N + 1, and

sends message {E, . (N+1)}| to w w,,, decrypts this

n+le
message to verify value N + 1. Thus, w, and w,,, con-
firm the new session key o, . Finally, o, uses original
session key o, to encrypt and broadcast a new session key
o4 10 w,, where i =23, n.

2) Working node revocation. Let G = {w, ,w,,** ,0, |

be the current group. If the working node w, leaves the

ring, we let G' =G\G™ ={w,,w,," ", 0, ,| Ulw,,,

®,.,,",w,] be a set of all remaining members. First,
the KGC removes the o, information from the registration
list and the ring. The KGC creates a new ring group

structure based on G’ and broadcasts { %, R} |. Next,

w,_,,w,,, calculate the key hint X, , =g¢"', X,,, =g"",

where r,_,,r,,,, € Z, are random values. According to
the first round of session establishment, w, , generates

message {M,_,,o,_,| and sends it to w,_, and w Sim-

i+1°

ilarly, w,,, generates message {M,,,,o,,, | and sends it

i+1

to w, , and w,,,. According to the second round of ses-

sion establishment, upon receiving and verifying the in-
tegrity of the messages, w, ,,w, ,,w,;,,,w,;,, compute
their second agreement message and corresponding signa-
ture. The remaining working nodes use the original mes-
sage and the corresponding signature. Finally, each w,
broadcasts {M',,o) |, where [ =1,2 -+, i—1,i+1,,
n. Each working node computes a new shared secret mes-

SR T R K XY

sage k| = e (g, g) T and

obtains a new session key o, = H,(«}).
2.3 Correctness

Theorem 1 Our Ring Allreduce architecture-oriented

gradient parameter data

(RAA-DIP) is correct.
Proof

private key generated by the KGC according to Eq. (1)

integrity protection scheme

w, can verify the correctness of the received

as follows:

e(s;,g) =e(p;,g) =e(p,,8") =e(p;,P,)

Our scheme can correctly run to verify the integrity of
the first round of agreement messages according to Eq.
(2) as follows:

e(k H1i0i+k’g) = e(k HllP;;{)sﬁ‘i,g) =
e(A H g'v“‘pil;;;(,g“) = e( H Xi+kphw’Ppub)
ke f-1,1}

ke{-1,1}

Egs. (2) and (3) have the same proof process. After
verifying the integrity of the agreement message, each
working node can correctly generate the session key o, =
H,(k,) according to Eq. (4) as follows:

k,=e( X/ P )Y Y Y, =

i+l
e(Xiy1,Po) " (X0, P
e( X, aPpub)nil e(X;(H]’Ppub)niz
e( X300 s Pow)

(X0 Po)

e(X;‘—l ’Ppub)e(X;(’-v-l ’Ppub)e(x)i(:-lZ’Ppub)
e(XE551 1y ) = elg,g) )

e g, g)oom s am)

Then, we can prove that our RAA-DIP scheme can

e(Xf—l ’Ppub)n

correctly run to verify the integrity of the parameter data
according to Eq. (5) as follows:

k
e(T,8) = e ( IT (e Dy 1) ) =
i=1
k £ m+h(m, )
E(Hh(nname ||Z)MZ H ’gow) =
i=1

k
e ( Hh(nname || i>uM’0pk)

Theorem 1 proves that our RAA-DIP scheme is correct.
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3 Security Analysis
3.1 Formal proof

In this section, we formally prove that our scheme can
securely negotiate session keys and generate signatures to
ensure the integrity of gradient parameter data, realize se-
cure dynamic group management, and solve the key es-
crow problem.

Lemma 1 The advantage of forging a signature to
pass the working nodes’ verification in the group key
agreement phase is &' =£(1 - 1/q.)/q, where the adver-
sary wins the game by advantage &, and g is the queries
to the Extract.

Lemma 2 The advantage of computing the session
key from the agreement message is &, <2n(¢q; + g5 )
Appon (1), where Ay, (1) represents the maximum ad-
vantage of an adversary for solving the DBDH problem,
which is negligible.

Theorem 2 In our RAA-DIP scheme, the group key
agreement phase is secure.

Proof In the group key agreement phase, the adver-
sary may attack the group key agreement in two ways,
forging an authentication signature message and compu-
ting the session key from the transmission message. Let
Apgon (1) =&,. Combining Lemma 1 and Lemma 2, after
the adversary makes ¢, ¢ queries to the Execute and
Send, respectively, the maximum advantage of the adver-
sary in attacking our scheme key negotiation process is

A (1,9:,95) $A;mgc(t) +2n(qg +qs) Apppu (1) =
e +2n(qy +9q5) &,

Therefore, the adversary cannot break our scheme.
Theorem 2 proves that our scheme can realize a secure
key agreement. That is, a network adversary cannot de-
termine the session key and break the scheme.

Theorem 3 In our RAA-DIP scheme, it is computa-
tionally infeasible for a network adversary to break the in-
tegrity of the gradient parameter data transmission phase.
Suppose an algorithm can tamper or forge a signature.
Then, we can find an adversary that can solve the Co-
CDH problem.

Proof

phase, a network adversary may tamper or forge a signa-

In the secure parameter data transmission

ture to break the integrity of gradient parameter data. For

the correct (F,T) signature , it can pass the equation as
k

e(T,g) = e ( TT2(Mame [ ) u" 0, ) . Assuming that
i=1

the adversary tampers with or forges the signature ( F',
T'), which can be verified by the integrity of the
working nodes, it can still pass the equation ase(7T",g) =

k
e (TTH e 16" 0y, ). Then, e(T/T,) = e ™,
i=1

g°*) can be obtained according to the two equations
above. Letting AM =M’ — M, we can obtain u” = (T'/
T)"*". According to Definition 4, given a e Z,,8,8"€
G,, and u € G, as input, if output u“ € G,, then the Co-
CDH problem is solved. In our scheme, u,g are public,
and g is the public key. For a given g, g”,u, we can
calculate u”* through the above steps. Thus, there is an
algorithm that can solve the Co-CDH problem, which
contradicts Definition 4. Therefore, it is computationally
infeasible for a network adversary to break the integrity of
the parameter data transmission phase. Theorem 3 proves
that our RAA-DIP scheme can realize a secure gradient
parameter data transmission.

Theorem 4 Our RAA-DIP scheme can achieve secure
dynamic group member management.

Theorem 5 Our RAA-DIP scheme can solve the key
escrow problem. Suppose the KGC makes at most g, g,
queries to the Execute and Send, respectively. The ad-
vantage of the KGC calculating the correct session key «

is &1<2n(qy +qs)Apgou () , which is negligible.
3.2 Security comparison

Tab. 1 compares the security performance of RAA-DIP
with those of SeDS'" , Lopes’s scheme'""’ , ID-based AG-
KA'?' | and PPAKA-IBS'"'.

RAA-DIP scheme can resolve forgery attacks, achieve se-

According to Tab. 1, our

cure key agreement, realize dynamic group management,
and resolve the key escrow problem, unlike other schemes.
Therein, “V/” and “ x ” mean that the scheme can and

cannot meet the corresponding security goal, respectively.

Tab.1 Security comparison

Scheme SeDS !0 Lopes’s scheme!'!) ID-based AGKA!'?) PPAKA-IBS' 0] RAA-DIP
Resolve forgery attack VvV Vv X vV v
Secure key agreement VvV vV X vV 4
Dynamic group management X Vv X X vV
Resolve key escrow vV X vV vV vV

4 Performance Evaluation

In this section, we analyze the performance of our proto-

col in terms of computational, communication, and storage
costs and compare it with other schemes'"*''. We run the
scheme on our 64-bit Intel@ Core 2. 30 GHz desktop PC.
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We apply the MNT curve of pairing-based cryptography li-
brary version 0.5.4 for the basic pairing algorithm.

4.1 Computational cost

In this section, we evaluate the computational cost
during the execution of the key agreement and compare
1072180 Ag SeDS is a two-

party protocol, to compare it with other schemes, we run

itwith those of other schemes'

SeDS n(n-1)/2 times. Tab.2 gives the concrete com-
putational cost and computational complexity of all
schemes, where O,,0.,0,,0,,,O, denote the randoms-
election, exponent operation, hash function operation,
multiplication operation, and pair operation, respective-
ly. O( - ) is a function of computational complexity. n

is the number of working nodes in the system.

Tab.2 Computational cost comparison

Scheme Computational cost Computational complexity
RAA-DIP 30g + (20 +4) 0y + (2n+9) Op +70, + (4n +1) 0y, o(n)
SeDS!10] 1/2n(n-1) (30g +50g +20y4 +405p) o(n*)
Lopes’s Scheme[“] 30R+(3n+6)0H+(8n—2)0E +20p+(3n—1)0M O(I’l)
ID-based AGKA!'?) 20 +40y +(n+8)0g +40; + (n+8) 0y o(n)
PPAKA-IBS! 16! 30 +(2n+6)0y + (n+10) O + (n+2) O0p +5n0y O(n)
We simulate the computational costs in Fig. 2. The 0.40 -
m 0
costs of the main computations of pairing and exponential 035 o (S);ggcheme
=
operations can be estimated as 5. 86 and 0. 78 ms, respec- 8 030F —° Lopes's scheme
) 18] ] . ] 5 02 —— ID-based AGKA
tively "". As n increases, the computational costs of dif- z 0251 — PPAKA-IBS
ferent schemes increase. The computational cost of SeDS é 020/
L . . S 0.15F
is higher than that of our RAA-DIP scheme. This result is 2 010
= U. -
obtained because the computational cost of SeDS increa- £ 0.05L .
. . . . IS _a—5°
ses with complexity O(n’) , while the computational cost O b=t = N
5 10 1520 25 30 35 40 45 50

of RAA-DIP increases with complexity O(n). Our RAA-
DIP scheme has a much lower computational cost com-
pared to Lopes et al. """’ and PPAKA-IBS. The computa-
tional cost of ID-based AGKA is lower than that of our
RAA-DIP scheme. However, ID-based AGKA may suf-
fer from man-in-the-middle attacks.

501
451 —e— Our scheme
2 a0t —— SeDS
z ' —— Lopes's scheme
3 351 —— ID-based AGKA
§ 30f —— PPAKA-IBS
g 25}
g— 2 0 L
£ g
& 15t
1.OF
0.5F N
0

0 5 10 15 20 25 30 35 40 45 50
Number of work nodes

Fig.2 Computational costs of different schemes

4.2 Communication cost

To analyze the communication costs of all related
schemes, we set the specific size of each parameter trans-
ferred in the protocols. The size of the identity is 16
bytes, and 7, is 8 bytes. The other parameters are set as
20 bytes. Fig. 3 compares the communication costs for

the key agreement among the five schemes.

Number of work nodes

Fig.3 Communication costs of different schemes

The communication cost of our RAA-DIP scheme
(101%” + 105n) is lower than that of SeDS, which is
153n> —153n, but higher than that of Lopes et al. , which
is 153n° - 153n. However, Lopes et al. have a key es-
crow problem, which may cause key leakage and data in-
tegrity compromise. The communication cost of our
RAA-DIP scheme is higher than that of ID-based AG-
KA. , which is 20n° + 136n. However, ID-based AGKA
may suffer from a man-in-the-middle attack, in which the
adversary forges a message to attack the scheme. The
communication cost of our RAA-DIP scheme is higher
than that of PPAKA-IBS, which is 97»n* + 109n. Howev-
er, PPAKA-IBS needs secure channels and does not real-

ize secure dynamic group management.
4.3 Storage cost

In this section, we evaluate the storage cost and com-
10-12,16]

pare it with those of related schemes' Generally ,
we focus on the storage cost in the registration and key
agreement phases. Because SeDS is the two-party proto-
col, in the following simulation, we take the average of
the storage capacity of two entities as the result. The re-

sults are shown in Tab. 3.



Gradient parameter data integrity protection scheme in the Ring Allreduce architecture 87

Tab.3 Storage cost comparison

Scheme Entity Entity leader KGC Storage cost
RAA-DIP 85n +201 16n  101n +201
SeDS !0 244 60n  60n +244
Lopes’s scheme!'") 56n +84 76n -20 16n 148n + 64
ID-based AGKAI'?]  40n + 140 16n  56n +140
PPAKA-IBS!'¢] 85n +217 32n 1170 +217

The storage cost of SeDS is lower than that of our
scheme because 60n +244 <101n +201. However, SeDS
is a two-party protocol. The storage cost of Lopes et al.
is higher than that of our scheme because 148n + 64 >
101n +201. The storage cost of ID-based AGKA is lower
than that of our scheme because 56n + 140 < 101n +201.
However, ID-based AGKA may suffer from man-in-the-
middle attacks, in which the adversary forges a message
to attack the scheme. The storage cost of PPAKA-IBS is
higher than that of our scheme because 11717 +217 >101n
+201.

5 Conclusions

1) In the RAA-DIP scheme, the integrity of transmis-
sion parameter data in the Ring Allreduce architecture is
protected, thus ensuring the correctness of ML training
results.

2) The RAA-DIP scheme can realize secure and effi-
cient dynamic group management.

3) The RAA-DIP scheme can solve the key escrow
problem.

References

[ 1] Gibiansky A. Bringing HPC techniques to deep learning
[EB/OL]. (2017-02-21) [2022-12-05]. https://an-
drew. gibiansky. com/blog/machine-learning/baidu-allre-
duce.

[2] Kim S, Yu G I, Park H, et al. Parallax; Sparsity-aware
data parallel training of deep neural networks [ C]//Pro-
ceedings of the Fourteenth EuroSys Conference. Dresden,
MO, USA, 2019; 1 — 15. DOI. 10. 1145/3302424.
3303957.

[3] Kurth T, Treichler S, Romero J, et al. Exascale deep
learning for climate analytics [ C]//International Confer-
ence for High Performance Computing, Networking,
Storage and Analysis. Dallas, TX, USA, 2018649 —
660. DOI; 10.1109/SC. 2018. 00054.

[4] Li GF, Li M F, An H, et al. Distributed deep learning
system for cancerous region detection on Sunway Taihu-
Light [ J]. CCF Transactions on High Performance Com-
puting , 2020, 2(4) ; 348 —361. DOIL. 10.1007/542514-
020-00046-5.

[5] Cui H, Radosavljevic V, Chou F C, et al. Multimodal
trajectory predictions for autonomous driving using deep
convolutional networks [ C]//2019 International Con-

ference on Robotics and Automation. Montreal, Cana-
da, 2019: 2090-2096. DOI. 10. 1109/ICRA. 2019.
8793868.

[6] Liang J, Makoviychuk V, Handa A, et al. Gpu-acceler-
ated robotic simulation for distributed reinforcement learn-
ing [ C]//Conference on Robot Learning. Zurich, Switz-
erland, 2018 270 —282. DOI: abs/1810.05762.

[7] Reisizadeh A, Prakash S, Pedarsani R, et al. Codedre-
duce: A fast and robust framework for gradient aggrega-
tion in distributed learning [ J]. IEEE/ACM Transactions
on Networking, 2022, 30 (1). 148 — 161. DOI. 10.
1109/TNET. 2021. 3109097.

[8] Jia X, Song S, He W, et al. Highly scalable deep learn-
ing training system with mixed-precision: Training Ima-
geNet in four minutes [ EB/OL]. (2018-07-30) [ 2022-
09-05]. https;//arxiv. org/abs/1807. 11205.

[9] Mikami H, Suganuma H, Tanaka Y, et al. Massively
distributed SGD: ImageNet/ResNet-50 training in a flash
[EB/OL]. (2019-03-05)[2022-09-05]. https://arxiv.
org/abs/1811.05233.

[10] Zhang A, Chen J, Hu R Q, et al. SeDS: Secure data
sharing strategy for D2D communication in LTE-Ad-
vanced networks [ J]. IEEE Transactions on Vehicular
Technology, 2015, 65 (4). 2659 — 2672. DOI. 10.
1109/TVT. 2015. 2416002.

[11] Lopes A P G, Gondim P R L. Group authentication pro-
tocol based on aggregated signatures for D2D communica-
tion [ J]. Computer Networks, 2020, 178 . 107192. DOI;
10.1016/j. comnet. 2020. 107192.

[12] Choi K'Y, Hwang J Y, Lee D H. Efficient ID-based
group key agreement with bilinear maps [ C|//Proceed-
ings of the Tth International Workshop on Public Key
Cryptography. Singapore, 2004 130 — 144. DOI. 10.
1007/978-3-540-24632-9_10.

[13] Burmester M, Desmedt Y. A secure and efficient confer-
ence key distribution system [ C]//EUROCRYPT’94.
Perugia, Italy, 1994. 275 - 286. DOI. 10. 1007/
BFb0053443.

[14] Kim Y, Perrig A, Tsudik G. Tree-based group key a-
greement [ J]. ACM Transactions on Information and Sys-
tem Security, 2004, 7(1). 60 —96. DOI. 10. 1145/
084334.984337.

[15] Mao Y, Sun Y, Wu M, et al. JET: Dynamic join-exit-
tree amortization and scheduling for contributory key
management [ J]. IEEE/ACM Transactions on Networ-
king, 2006, 14 (5). 1128 — 1140. DOI. 10. 1109/
TNET. 2006. 882851.

[16] Wang M, Yan Z. Privacy-preserving authentication and
key agreement protocols for D2D group communications
[J]. IEEE Transactions on Industrial Informatics, 2017 ,
14 (8): 3637 — 3647. DOI. 10. 1109/TI. 2017.
2778090.

[17] Scott M. Efficient implementation of cryptographic pair-
ings [ EB/OL]. (2016-02-08) [2022-12-05]. http://
www. pairing-conference. org/2007/invited/Scott _ slide.
pdf.



88 Fang Yunan and Jiang Rui

Ring Allreduce FRIE ESH T BRI AR
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